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Wide Area Robust Controller Design for SSSC to Improve the Oscillations Caused 

by the Time Delay of Remote Signals 

 

 

Babak Keshavarz Zahed , and Mohammad Hassan Moradi *  

Department of Electrical Engineering, Faculty of Engineering, Bu-Ali Sina University, Hamedan, Iran 

* Corresponding Author: mhmoradi@basu.ac.ir 

 

Abstract: The penetration of double-fed induction generators (DFIG) as renewable energy sources (RES) in power 

systems leads to fluctuations caused by wind energy. Therefore, based on this challenge, a wide area damping controller 

(WADC) has been designed to compensate the oscillatory modes by a static synchronous series compensator (SSSC). In 

addition to the design of WADC for SSSC, a parallel compensator in the form of a supercapacitor energy storage system 

(SCESS) has been used in the DC link of the wind unit so that DFIG can be used optimally to supply the power system. 

The design method for compensating time delays in WADC is based on free weight matrices (FWM). First, based on the 

theory of robust control based on delay-dependent feedback, a set of constraints related to linear matrix inequality (LMI) 

is formulated. In the following, the free weight matrix (FWM) has been used to solve the delay-dependent time problem. 

The purpose of applying FWM is to extract the most optimal gain for the controller in the presence of the time delay. The 

proposed FWM matrix tries to find the most optimal gain in the controller with the help of an iterative algorithm based 

on the linearization of the conical complement. The simulation results have been implemented in the MATLAB software 

environment after obtaining the critical modes in the nonlinear time domain on the power system of 16 improved 

machines. Based on the simulation results, the robustness of the proposed controller under various uncertainties is clearly 

shown in this paper. 

Keywords: Power system, linear matrix inequality, WAMS, SSSC, DFIG, stability. 
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EiK  Excitation system controller gain 
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i  SG rotor angular velocity 
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i  Rotor angle in SG 

iD  Damping coefficient in SG model 
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ji  Time constant between generators i and j 
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Xq q-axis steady state reactance 

Xʹq  q-axis transient state reactance 

Tʹdoi (s) The time constant of the d-axis 

Tʹqoi(s) The time constant of the q-axis 

H(s) Inertia constant in SG 

DFIG Variables 

dswi  Stator current SG in d-axis 

qswi  Stator current SG in q-axis 

drwi  Rotor current SG in d-axis 

qrwi  Stator current SG in q-axis 

H  Inertia constant in DFIG 

sR  Stator winding resistance 

rrL  Rotor internal inductance 

mmL  Field self-inductance 

ssL  Stator self-inductance 

drwV  DFIG rotor voltage in d-axis 

qrwV  DFIG rotor voltage in q-axis 

rR  Rotor winding resistance 

qswV  DFIG stator voltage in d-axis 

qswV  DFIG stator voltage in d-axis 

s  Synchronous speed of induction generator 

r  Rotor speed of induction generator 

SCESS-SSSC Variables 

sci  Storage current 

SL  Circuit inductance SCESS 

Sf  SCESS switching frequency 

DCV  DC voltage 

SCC  SCESS orbital capacity 

SCCV  Capacitor voltage in SCESS 

SCpR  Parallel branch resistance in SCESS 

dsv  SSSC voltage on d-axis 

qsv  SSSC voltage on d-axis 

cm  Modulation index in SSSC inverter 

invZ  Inverter filter impedance in SSSC 

ssscdcV _
 DC voltage in SSSC 

se  SSSC inverter fire angle 

dcC  Capacitance of the dc link in SSSC 

di  SSSC current in d-axis 

qi  SSSC current in q-axis 

dcR  DC link resistance in SSSC 

 

1. INTRODUCTION 

1.1. Background and Motivation 

One of the most popular RES to produce electrical 

energy is the use of wind energy. But due to wind speed 

fluctuations, the use of these units in the power system leads 

to additional fluctuations. Therefore, controlling fluctuations 

caused by variable speed wind units is essential and important 

from the point of view of stability in the power system [1-2]. 

For this purpose, the presence of energy storage systems 

(ESS) along with flexible alternating current transmission 

systems (FACTS) in the power system leads to increased 

damping of fluctuations and reliable utilization [3-4]. 

One of the most popular types of variable speed wind 

turbines is DFIG. The use of these generators is more 

common than other wind units because of the direct control 

of active and reactive powers and the type of protection in the 

way of connecting the converters to each other [5]. In the 

DFIG structure, a back-to-back two-way converter is used as 

a grid-side converter (GSC), a rotor-side converter (RSC) and 

a control loop for the DC link capacitor to connect the two 

converters [6]. The use of SCESS in the DC link of a DFIG 

leads to soft start-up and, as a result, reduces fluctuations 

caused by wind [7]. 

1.2. Literature Review 

In the studies of low frequency oscillations (LFO) of the 

power system to identify local modes (frequency range 0.9 to 

2 Hz) and inter-area (frequency range 0.2 to 0.9 Hz) design 

of power system stabilizers (PSS) and power oscillation 

dampers (POD) is considered useful for synchronous 

generators (SG) and FACTS devices[8]. In the family of 

FACTS devices, the SSSC compensator is placed in series in 

the transmission line and controls the power flow in the 

transmission line [9]. Among the useful methods for SSSC 

controller design are non-linear robust control in damping 

local fluctuations and improving transient stability [10], 

methods based on intelligence for optimal selection of 

controller parameters in PSS-SSSC coordinated design [11, 

12], model predictive control (MPC) and sliding mode 

control (SMC). 

Due to the expansion of the dimensions of power 

systems, it is not possible to control inter-area fluctuations 

through the identification of local modes. Therefore, to 

control the inter-area modes, it is necessary to use the wide 

area measurement system (WAMS), in which the signals 

caused by the inter-area modes can be measured and sent by 

phasor measurement units (PMU) at different points of the 

power system. [13]. In this type of operation, the feedback 

signal (containing information about inter-regional modes) is 

applied to the input of WADC controllers [13]. However, the 

information resulting from the feedback signal due to the use 

of telecommunications equipment and sending from a remote 

area is associated with time delays that must be considered in 

the design of WADC [14]. In various researches for time 

delay compensation, methods such as Padé approximation 

[15], MPC method [16], loop shaping [17], H2/H∞ robust 

control [18, 19], reinforcement learning method [20], Linear 

quadratic estimator (LQE) is proposed in [21] and robust 

controller by solving Lyapunov function (LF) problem [22, 

23]. The state estimation method is one of the methods that 

require high accuracy to determine the characteristics of the 

power system. Therefore, as the dimensions of the power 

system increase, extensive measurement is required, which 

leads to a high order of system states [24, 25]. 
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The hybrid particle swarm optimization method is a 

simple yet practical method that has been used to optimize 

WADC controller parameters in the presence of time delays 

in various researches [26]. Among other optimization 

methods, we can refer to the reinforcement learning method 

based on policy gradient using neural networks [27]. 

However, in this method, because the system model is not 

available, a very extensive discretization operation is needed 

to identify it. Analysis of dynamic modes based on an online 

model is a method introduced in the measurement of WADC 

signals in [28]. The basis of this method is based on singular 

value decomposition (SVD). This depends on the accurate 

low-order model in the dynamics of the power system. Using 

SVD to reduce the order of power system and design with 

discrete linear quadratic regulator (LQR) for WADC 

controller is a method introduced without considering time 

delay in [28]. Network Predictive Control (NPC) is another 

online model identification method that is introduced in the 

WADC design for the rotor side converter (RSC) of a wind 

farm [29]. One of the important advantages of NPC is 

considering the physical constraints of the system in the 

online optimization process. However, in order for the 

prediction of system outputs to be valid, it is necessary to be 

very careful in identifying the online model of the plant. In 

WADC design, it is very important to try to increase the delay 

margin to compensate for the time delay. Based on this, in 

[30], the delay margin has been designed for second-order 

oscillatory modes with respect to fixed delays, square wave 

and gamma distribution. In this design method, a probability 

distribution function is used in order to be able to consider the 

special values of the oscillatory modes in the presence of 

random delays. However, no method is considered for the 

distribution of the probability function. 

1.3. Research Gap and Contribution 

The use of Lyapunov functions is another problem 

solving method in order to prove stability, which can be 

effectively useful in WADC design. With the help of the LMI 

criterion, the stability of the Lyapunov function can be 

obtained, which can be proved by its negative derivative. The 

application of LMI in wide area systems is to obtain the gain 

of controllers in the presence of time delays. In other words, 

it can be said that through LMI, matrices with large 

dimensions are solved faster, and therefore the imbalance of 

the system due to the existence of time delays is avoided [31]. 

However, the big disadvantage of LMI is its high degree of 

conservatism, which through the LF; we are looking for 

solutions that can achieve this degree of conservatism along 

with the desired stability. Therefore, the design of a suitable 

LF should include variables that, in addition to maintaining 

the degree of conservatism of LMI, also have the necessary 

stability. In [32], Pad approximation is used as delay 

modeling in LMI for WADC design where only fixed delays 

are controlled. In [33], the problem of solving time-varying 

delays based on feedback signals by LMI is investigated. 

However, additional variables and cross terms are not used in 

the LF structure. Therefore, the analysis of LMI has been 

done in a very simple way, so that the long-range delay is 

easily replaced by its boundaries, and as a result, it is not 

possible to accurately track it. 

In [23], the design of the robust damper controller for the 

power system is transformed into a general H∞ problem and 

solved by the LMI method, but the selection of the optimal 

weight parameters for the H∞ controller is difficult. Based on 

the above studies, in this paper, an improved optimal control 

method based on the FWM approach is used to design the 

WADC, which has the ability to effectively compensate for 

time delays. Therefore, the main purpose of the damping 

controller in this paper is to be able to damp the inter-area 

modes through the WADC in the SSSC converter. Based on 

this, first the remote signals are determined by the visibility 

and controllability index and then it enters the FWM design 

process as a 𝑢(𝑡 − 𝜏) = 𝐾𝑥(𝑡 − 𝜏) signal. Finally, based 

on the response obtained from the design method, damping 

signals can be applied to the SCESS control loop along with 

time delay compensation. 

Briefly, the innovations of this paper are presented under the 

following comments: 

• New FWM design to compensate for the uncertainty 

caused by continuous and disruptive time delays. 

• Adapting the FWM method to the LMI in the form of an 

optimization problem. 

• Combined modeling of energy storage system with RES 

in large-scale power system. 

The written structure of this paper is as described in the 

second part of the supplementary explanations related to 

WADC design. This section includes subsections related to 

FWM modeling, observer-based state feedback. The third 

part is related to the modified 16-machine power system 

model, the dynamic equations of the synchronous generator 

and DFIG along with the block diagram of the controllers. In 

the fourth part, the simulation results have been analyzed and 

in the fifth part, the conclusion of the proposed method has 

been reported. 

2. THE WADC DESIGN 

The use of small signal analysis is a practical method in 

obtaining the critical modes of the power system for 

designing optimal gains in damping controllers. Therefore, 

when using WAMS, the problem of variable time delay 

should be considered. For this purpose, in this work, Pade's 

first-order approximation along with the use of low-pass and 

high -pass filters have been used to model the time delay. In 

addition to compensating the time delay, the K gain related to 

the state feedback control matrix has been optimally extracted 

using FWM. On the other hand, the gain matrix K is for state 

variables, and therefore, these states cannot be easily 

measured in systems with large dimensions. Therefore, in this 

work, the state observer Ob(s) has been introduced to observe 

the state variables based on pole placement, so that a more 

accurate response can be made from the controller design. 

2.1. FWM method 

Delay-dependent and delay-independent criteria are two 

methods in the design of delay controllers. Considering that 

the delay-dependent measure uses delay size information, but 

the delay-independent stability measure does not need this 

information; Therefore, the delay-dependent criterion usually 

has a lower degree of conservatism than the delay-

independent criterion, and it becomes more prominent when 

the time delays are small. The Lyapunov method is a main 

method for deriving the delay-dependent criterion, in which 

the discretized Lyapunov is one of the most efficient methods, 

but combining this method with the control system is very 

difficult and complicated. Another method is to transform the 
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fixed model, one of the most effective and practical of which 

is the combined method of Park’s and Moon's inequalities, 

whose preliminary model is presented in reference [34, 35]. 

However, extensive research in this field continues. 

Therefore, the FWM method is proposed as a new method to 

solve the stability problem in many delayed systems. In the 

present work, the degree of conservatism of the controller is 

reduced compared to the fixed model transformation 

methods. In the fixed model transformation, when the LF 

derivative is calculated, the upper bound estimate of Park's 

and Moon's inequality methods should be used. In contrast, 

the FWM method does not require bounding techniques for 

some cross terms. To illustrate this, a common stability 

problem for a delayed system is considered as follows (1): 

{
�̇�(𝑡) = �̄�𝑥(𝑡) + �̄�𝑥(𝑡1) + �̄�𝑢(𝑡)
𝑡1 = 𝑡 − 𝜏

 (1) 

In (1), �̅�, �̅�, and �̅� represent fixed real matrices with 

suitable dimensions. τ is used to represent the time delay and 

u(t) is used to introduce the input control signal. In this paper, 

to introduce the Lyapunov function, we describe (2) [31]: 

�̄�(𝑡, 𝑥𝑡) = 𝑥
𝑇(𝑡)�̄�𝑥(𝑡) + ∫ 𝑥𝑇

𝑡

𝑡1

(𝑠)�̄�𝑥(𝑠)𝑑𝑠

+ ∫ ∫ �̇�𝑇(𝑠)
𝑡

𝑡+𝜃

0

−𝜏

�̄��̇�(𝑠)𝑑𝑠𝑑𝜃 

(2) 

In (2), the first and second parts of LF are considered as 

potential kinetic energy quantities in mechanical systems, and 

the third term is used for the derivative. �̄� = �̄�𝑇 , �̂� = �̄�𝑇 , �̄� =
�̄�𝑇expressions should be determined and then the derivative 

of the LF should be calculated as (3) [31]: 

�̇�(𝑥𝑡) = �̇�
𝑇(𝑡)�̄�𝑥(𝑡) + 𝑥𝑇(𝑡)�̄��̇�(𝑡) + 𝑥𝑇(𝑡)�̄�𝑥(𝑡)

− 𝑥𝑇(𝑡1)�̄�𝑥(𝑡1) + 𝜏�̇�
𝑇(𝑡)�̄��̇�(𝑡)

− ∫ �̇�𝑇
𝑡

𝑡1

(𝑠)�̄�𝑥(𝑠)𝑑𝑠 

(3) 

In order to provide the LMI-based stability criterion, 

using the conventional stationary model transformation and 

LF, the right-hand side of (4) is usually added to the ),( txtV  

derivative in (3). Based on this, we will have (4) [31]: 

0 = 2𝑥𝑇(𝑡)�̄��̄� [𝑥(𝑡) − 𝑥(𝑡1) − ∫ �̇�
𝑡

𝑡1

(𝑠)𝑑𝑠] (4) 

In (4), �̅� is the matrix of coefficients and �̅� is the 

Lyapunov matrix. 

It is clear that for conventional solutions such as time-

constant model transformation, inequalities must be solved to 

satisfy the �̇�(𝑥𝑡) < 0 condition; therefore, determining �̅� and 

�̅� matrices is a serious limitation in solving classical methods 

that cannot be obtained freely. For this purpose, in the 

proposed method to reduce the degree of conservatism of 

LMI, the derivative of the LF is used in such a way that the 

matrices M and N are placed as auxiliary links in the New 

Leibniz problem instead of �̅� and �̅�. Therefore, calculating 

the derivative of (3) is equivalent to adding the right side of 

(5) to �̇�(𝑥𝑡) < 0. Then we can provide some LMI inequalities 

to satisfy the condition. Based on this, we will have:  

 0 = [𝑥𝑇(𝑡)�̄� + �̇�𝑇(𝑡)�̄�] [𝑥(𝑡) − 𝑥(𝑡1) −

∫ �̇�
𝑡

𝑡1−𝜏
(𝑠)𝑑𝑠] 

(5) 

So, as seen in the FWM method, there is no need to 

choose �̅� and �̅�, and it is enough to optimize �̅� and �̅� by 

solving the LMIs, so the FWM method reduces the degree of 

conservatism of the controller for the time delay system. 

2.2. Mathematical Modeling for WADC Design Based on 

FWM Method  

This section has been investigated using the modeling of 

power system components including synchronous machines, 

wind turbines and loads in the form of state space. In the 

analysis of the state space matrix, BESS supplementary signal 

is used as input and WAMS signals are used as output in the 

design. Furthermore, when the time delay is used as the 

transmission delay for the WADC controller input, the 

linearized system model is expressed as (6): 

{
�̇�(𝑡) = �̄�𝑥(𝑡) + �̄�𝑢(𝑡1)

𝑦(𝑡) = �̄�𝑥(𝑡)
 (6) 

In (6), vectors �̅� and �̅�, and �̅� correspond to the state, 

input, and output matrices, respectively. The state feedback 

controller can be expressed as (7): 

𝑢(𝑡1) = 𝐾𝑥(𝑡1) (7) 

According to (5) for the open loop system and also (6) 

for the expression of the controller, the closed loop system 

can be described as (8): 

{
�̇�(𝑡) = �̄�𝑥(𝑡) + �̄�𝐾𝑢(𝑡1)

𝑦(𝑡) = �̄�𝑥(𝑡)
 (8) 

The purpose of this section is to provide a delay-

dependent stability criterion in the new model to optimally 

provide the controller gain in the presence of time delay, so 

that the closed-loop system of (8) remains stable. Therefore, 

with the definition of Lemma 1, we will have: 

Lemma 1 (Schur's complement [36]): According to the 

definition of Schur's complement, in order to make the matrix 

( )( 11
2221

1211 rrT S
SS

SS
SS 








== ) symmetric, the 

following three conditions must be met: 

1.  �̄� < 0 

2.  �̄�11 < 0, �̄�22 − �̄�12
𝑇 �̄�11

−1�̄�12 < 0 

3.  �̄�22 < 0, �̄�11 − �̄�12
𝑇 �̄�22

−1�̄�12
𝑇 < 0 

 

Theorem 1: In a certain scalar such as h, a feedback 

controller such as (7) can exist for which the closed loop 

system (8) remains stable, provided there are 𝑌 =

[
𝑌11 𝑌12
𝑌21 𝑌22

] ≥ 0, �̄� = �̄�𝑇 > 0, �̄�1 = �̄�1
𝑇 > 0, �̄� = �̄�𝑇 > 0 and 

matrices �̅�1, �̅�2, Also, �̅� is used in such a way that matrix 

inequalities (9) and (10) are satisfied [31]: 

�̄�

= [
�̄��̄� + �̄��̄�𝑇 + �̄�1 + �̄�1

𝑇 + �̄�1 + ℎ̄�̄�11 �̄��̄� − �̄�1 ℎ̄�̄��̄�𝑇

∗ −�̄�2 − �̄�2
𝑇 ℎ̄�̄�𝑇�̄�𝑇

∗ ∗ −ℎ̄�̄�

]

< 0 

(9) 
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�̄� = [
𝑌11 𝑌12 �̄�1
∗ ∗ −�̄�2

∗ ∗ �̄��̄�−1�̄�

] > 0 (10) 

where the sign * indicates the symmetry of the matrix and 

𝐾 = �̄��̄�−1 the gain of the feedback controller. 

Proof: According to the Newton-Leibniz formula, we 

have (11): 

𝑥(𝑡) − 𝑥(𝑡1) − ∫ �̇�
𝑡

𝑡1

(𝑠)𝑑𝑠 = 0 (11) 

According to (10), for every matrix with appropriate 

dimensions �̅�1 and �̅�2, equation (12) is satisfied: 

0 = 2(𝑥𝑇(𝑡)�̄�1 + 𝑥
𝑇(𝑡1)�̄�2)

× [𝑥(𝑡) − 𝑥(𝑡1) − ∫ �̇�
𝑡

𝑡1

(𝑠)𝑑𝑠] 
(12) 

In the definition of any semi-positive definite matrix 

such as 𝑌 = [
𝑋11 𝑋12
𝑋12
𝑇 𝑋22

] ≥ 0, equation (13) can be satisfied 

[31]: 

ℎ̄�̄�𝑇(𝑡)𝑋�̄�(𝑡) − ∫ �̄�𝑇(𝑡)𝑋�̄�
𝑡

𝑡1

(𝑡)𝑑𝑠 > 0 (13) 

where �̄�(𝑡) = [𝑥𝑇(𝑡), 𝑥𝑇(𝑡1)]
𝑇. 

Now, by constructing the candidate LF, we will have 

equation (14) [31]: 

𝑉(𝑥𝑡) = 𝑥
𝑇(𝑡)�̄�𝑥(𝑡) + ∫ 𝑥𝑇(𝑠)�̄�𝑥

𝑡

𝑡1

(𝑠)𝑑𝑠

+ ∫ ∫ �̇�𝑇(𝑠)�̄��̇�(𝑠)𝑑𝑠𝑑𝜃
𝑡

𝑡+𝜃

0

−ℎ̄

 

(14) 

where �̄� = �̄�𝑇 > 0, �̄� = �̄�𝑇 > 0, �̄� = �̄�𝑇 > 0 should be 

determined. 

Then, by calculating the derivative of V(xt) in (14) for 

system (8), we will have (15): 

�̇�(𝑥𝑡) = �̇�
𝑇(𝑡)�̄�𝑥(𝑡) + 𝑥𝑇(𝑡)�̄��̇�(𝑡) + 𝑥𝑇(𝑡)�̄�𝑥(𝑡)

− 𝑥𝑇(𝑡1)�̄�𝑥(𝑡1) + ℎ̄�̇�
𝑇(𝑡)�̄��̇�(𝑡)

− ∫ �̇�𝑇(𝑠)�̄��̇�
𝑡

𝑡1

(𝑠)𝑑𝑠 

= 𝑥𝑇(𝑡)[�̄��̄� + �̄�𝑇�̄�]𝑥(𝑡) + 2𝑥𝑇(𝑡)�̄��̄��̄�𝑥(𝑡1)
+ 𝑥𝑇�̄�𝑥(𝑡) − 𝑥𝑇(𝑡1)�̄�𝑥(𝑡1) 

+ℎ̄[�̄�𝑥(𝑡) + �̄�𝐾𝑥(𝑡1)]
𝑇�̄�[�̄�𝑥(𝑡) + �̄�𝐾𝑥(𝑡1)]

− ∫ �̇�𝑇(𝑠)�̄��̇�(𝑠)𝑑𝑠
𝑡

𝑡−ℎ

 

(15) 

The next, by adding the right-hand side of (12) and (13) 

to )( txV , equation (16) is derived (Appendix 3). 

We also define (17) and (18): 

�̄� =

[
 
 
 
 
�̄��̄� + �̄�𝑇�̄� + �̄� + ℎ̄𝑋11
+𝑁1 + 𝑁1

𝑇 + ℎ𝐴𝑇𝑍𝐴

�̄��̄�𝐾 − �̄�1 + �̄�2
𝑇

+ℎ̄𝑋12 + ℎ̄�̄�
𝑇�̄��̄�𝐾

∗
−�̄�2 + �̄�2

𝑇 − �̄�

+ℎ̄𝐾𝑇𝐵𝑇�̄��̄�𝐾 ]
 
 
 
 

 (17) 

�̄� = [
𝑋11 𝑋12 �̄�1
∗ 𝑋22 �̄�2
∗ ∗ �̄�

] (18) 

It can be seen from (16) that if it is 0,0  , then it 

is �̇�(𝑥𝑡) < 0 and this means that the closed loop system of 

(8) is stable. The next, based on Lemma 1, 0  can be 

easily provided in (19) (Appendix 3). 

To obtain the K gain of the controller, it is necessary to 

use the following definitions: 
 

�̄� = �̄�−1, �̄�1 = �̄�
−1�̄�1�̄�

−1, �̄�2 =̄ 𝑃
−1�̄�2�̄�

−1, �̄� =̄ 𝑍−1, ̄ �̄�
= 𝐾�̄�−1, �̄�1 = 𝑃

−1�̄��̄�−1, 𝑌
= 𝑑𝑖𝑎𝑔{�̄�−1, �̄�−1}𝑋𝑑𝑖𝑎𝑔{�̄�−1, �̄�−1} 

 

By multiplying the right-hand and left-hand sides of (19) 

by𝑑𝑖𝑎𝑔{�̄�−1, �̄�−1, �̄�−1}, equation (20) is extracted (Appendix 

3). 

Obviously, equation (19) becomes equivalent to (9). 

Similarly, by multiplying the sides of (18) by 

𝑑𝑖𝑎𝑔{�̄�−1, �̄�−1, �̄�−1}, equation (18) becomes equivalent to 

(10). Therefore, the proof of theorem 1 is completely finished. 

According to the definition of Theorem 1, equation (10) 

can no longer be called an LMI due to the nonlinear 

conditions of �̄��̄�−1�̄�, therefore, it is not possible to use the 

convex optimization algorithm to search for the minimum 

value. For this reason, this paper uses cone complementarity 

linearization algorithm so that this algorithm is able to solve 

LMI [37]. Based on this, we can define the nonlinear 

optimization problem and its related constraints as (21) 

(Appendix 3). 

In the following, according to the mentioned non-linear 

optimization process, the optimal gain matrix of the controller 

as well as the maximum value of the ℎ̄ = 𝑚𝑎𝑥( 𝜏) delay 

margin can be searched using the iterative algorithm proposed 

below. 

Algorithm solution process: 

Step 1: First, a small initial value for the delay margin 

should be chosen so that it can satisfy the feasibility region 

for (9) and (21). 

Step 2: First, a set of possible matrix variable values 

should be set for ),,,,,,,,,,( 111211 YRRQFFMMVLL  , 

so that it satisfies (9) and (21), and then k = 0 is set. 

Step 3: Solving the aforementioned nonlinear 

optimization problem with the constraints of LMIs in (9) and 

(21) and then setting: 

�̄�𝑘+1 = �̄�, 𝐹1,𝑘+1 = �̄�1, �̄�𝑘+1 = 𝑙, 𝑙1,𝑘+1 = �̄�1, �̄�𝑘+1
= �̄�, �̄�1,𝑘+1 = �̄�1. 

Step 4: If the inequality (10) is possible, increase the 

scalar value h to a small amount and then return to step 2. 

Stop if inequality (10) is not feasible in a certain number of 

iterations. And otherwise, set step k = k + 1 and go to step 3. 

Therefore, according to theorem 1 and the 

aforementioned algorithm, we will be able to obtain the 

optimal benefit of the feedback controller along with the 

maximum delay margin. 

2.3. Observer-based state feedback design 

In practical power systems, because the working state 

variables are not fully observed, it is usually preferred to use 

a feedback controller with measurable variables. Therefore, 

the state observer Ob(s) has been used to observe the state 
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variables unavailable for WAMS. In the present work, the 

mode observer based on normal pole placement is used in the 

design process [38]. In Fig. 1, the structure of the state 

observer in the WADC design is shown. In this case, the 

design process is done in two stages: 

Step 1: determining a state feedback gain matrix for the 

desired poles of the system. 

Step 2: determination of an observer's gain matrix for 

optimal placement of the observer's poles. 

By combining the state space equations of the system and 

the observer equations and by defining the )(te  error signal 

(difference between the actual and estimated signal), we will 

have (22): 

[
�̇�(𝑡)
�̇�(𝑡)

] = [�̄� − �̄��̄� −�̄��̄�
0 𝑠𝐼 − �̄� − �̄��̄�

] (22) 

 

Equation (22) describes the dynamics of a closed loop 

system with a state feedback controller and an observer. 

Therefore, the characteristic equation of the closed loop 

system is (23): 

[�̄� − �̄��̄� −�̄��̄�
0 𝑠𝐼 − �̄� − �̄��̄�

] = 0 (23) 

And as a result we will have (24): 

|𝑠𝐼 − �̄� + �̄��̄�||𝑠𝐼 + �̄� − �̄��̄�| (24) 

Therefore, the closed loop poles of the state feedback 

control system with the observer are formed from the sum of 

the poles resulting from the state feedback design and the 

observer design. This means that the design of the observer 

and the positioning of the pole with mode feedback are done 

separately and independently from each other. 

The desired poles of the closed loop (caused by the state 

feedback) are determined in such a way that the performance 

characteristics of the closed loop system are met. The poles 

of the observer are also determined in such a way that the 

response of the observer is much faster than the response of 

the system. A rule of thumb for determining the location of 

observer poles is to choose them in such a way that the 

response of the observer is 2 to 10 times faster than the 

response of the system. Therefore, in this paper, by forming 

state and observability matrices in MATLAB software, it is 

possible to obtain the sum of closed loop poles with state and 

observer feedback. Therefore, first, the closed loop poles of 

the system are extracted using the command �̅�=eig(A) in 

MATLAB software, and considering that we need the 

dynamics of the observer to be faster than the system itself, 

the poles of the observer must be at least 3 times farther from 

be the dominant poles of the system. Therefore, after 

obtaining the dominant poles of the system as P=eig(A) and 

placing these poles with a factor of 3 times farther from �̅� as 

�̅�1, the gain of the observer can be extracted using the 

),,( 1PCAplaceL =  command. 

In this paper, for gain K, we will have feedback according 

to the proposed controller and for gain L, we will have an 

observer in MATLAB software (Appendix 3). 

 

S/1

se−

K

)( ty

+
+

+

Ob(s)

],,,[ DCBA

B

L
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)( 1tu

)( 1ty

 

Fig. 1: Structure of state observer in WADC design for 

closed loop system. 
 

3. THE SYSTEM UNDER OPERATION 

According to Fig. 2, in this paper, the improved power 

system of 16 machines and 68 buses is used as a large-scale 

network for the performance of the proposed controller. For 

this purpose, the power system is connected to a DFIG-based 

wind farm equipped with SCESS through the SSSC 

compensator. The information of this network in connection 

with the parameters of transmission lines of synchronous 

generators and excitation system is reported in [38]. In the 

improved power system, the wind farm has a power of 100 

MW, and in order to reduce wind fluctuations, a SCESS with 

a bidirectional converter is used in the DC link. According to 

the results of modal analysis in the power grid, between 

machines 10 and 14 there is an inter-area oscillatory mode 

with a frequency of 0.56 Hz and a damping ratio of 0.0165. 

For such LFO, WADC-based supplementary controller 

strategy for SSSC is better than injecting local signals. 

However, it should be noted that for effective application of 

WADC, appropriate wide feedback signals should be selected 

first. In this regard, based on the index JCOI [39], the power 

changes of P1-48 lines have a higher observability than the 

active power of other lines, so it has been used as a candidate 

for the stabilizing feedback signal to the WADC input. It 

should be noted that all synchronous generators are modeled 

with 5th order dynamic model, wind unit with 4th order 

model, SCESS unit with 2nd order and SSSC modeled with 

2nd order. By specifying the input vector 𝑈 = [𝛥𝑉𝑅 , 𝛥𝑋𝐹] 
and the output vector𝑌 = [𝛥𝐸𝑓𝑑 , 𝛥𝛼𝑠𝑒], the system model 

can be reduced to order 13 using the schmr reduction model. 

For this purpose, the schmr function in the Robust MATLAB 

Simulink toolbox was used [36]. It is worth mentioning that 

local PSS is installed on generators (G1, G4, G8, G9, G12, G13, 

G14, G15, G16) by default. For the purpose of comparison, in 

addition to the design of the WADC controller, the classical 

power oscillation damping (CPOD) controller with PL input 

(specified in Fig. 2) has been used as a local signal in the 

SSSC. This controller has no time delay because it is fed 

through the local signal. 
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Fig. 2: Single-line diagram of the power system under study. 

 

3.1. Modeling of the Elements Related to the Power 

System Under Study 

3.1.1. Synchronous generator model 

In this part, in order to analyze the dynamic equations of 

SG, the two-axis model is used [40]. In this model, the effects 

of sub-transient reactances are ignored and only the transient 

reactances of the synchronous generator are used in the 

modeling. Based on this, the dynamic equations of the biaxial 

model for the i-th SG can be expressed as (25): 

{
 
 
 
 
 
 

 
 
 
 
 
 

𝑑𝐸𝑞𝑖
′

𝑑𝑡
=

1

𝑇𝑑𝑜𝑖
′ [−𝐸𝑞𝑖

′ + 𝐸𝑓𝑑𝑖 + (𝑋𝑑𝑖 − 𝑋𝑑𝑖
′ )]𝐼𝑑𝑖

𝑑𝐸𝑑𝑖
′

𝑑𝑡
=

1

𝑇𝑞𝑜𝑖
′ [−𝐸𝑑𝑖

′ − (𝑋𝑞𝑖 − 𝑋𝑞𝑖
′ )𝐼𝑞𝑖]

𝑑𝐸𝑓𝑑𝑖
𝑑𝑡

=
−1

𝑇𝐸𝑖
[𝐸𝑓𝑑𝑖(𝐾𝐸𝑖 + 𝑆𝐸𝑖(𝐸𝑓𝑑𝑖)) − 𝑉𝑅𝑖]

𝑑𝜔𝑖
𝑑𝑡

=
1

𝜏𝑗𝑖
×

[𝑇𝑚𝑖 − [𝐼𝑑𝑖𝐸𝑑𝑖
′ + 𝐼𝑞𝑖𝐸𝑞𝑖

′ − (𝐿𝑞𝑖
′ − 𝐿𝑑𝑖

′ )𝐼𝑑𝑖𝐼𝑞𝑖 + 𝐷𝑖𝜔𝑖]
 

𝑑𝛿𝑖
𝑑𝑡

= 𝜔𝑖 − 𝜔𝑠

 (25) 

3.1.2. DFIG descriptive model 
As can be seen from Fig. 3, the DFIG unit connects the 

RSC and GSC converters back to back through the dc link, 

and its task is to maintain the power balance between the 

converters. In the present work, vector method is used for 

DFIG dynamic modeling [40]. Based on the equations of 

voltage and leakage flux in the induction generator, the state 

equations for the rotor and stator currents in the d-q reference 

frame can be described as (26) (Appendix 3). 

In (26) it is ( ) 12 ..
−

−= rrssmmb LLLH 
. 

3.1.3. SCESS converter controller 

In this pipe, a SCEES has been used in order to fully 

ensure that the DC link voltage is maintained in the air unit. 

The circuit structure of SCESS is shown in Fig. 4. The SCESS 

structure includes a capacitor bank and a two-switch DC/DC 

converter that is connected to the DFIG through a DC link. 

DC/DC converter can be used in BOOST and BUCK modes 

depending on S1 and S2 switches. 

It can be seen from Fig. 4 that the SCESS converter has 

two switches S1 and S2 along with an inductor and energy 

storage [32]. 

According to the average value of the dynamic model, 

the output current of this converter is equal to (27): 

{

𝑑𝑖𝑠𝑐
𝑑𝑡

=
1

𝐿𝑆
(𝑉𝑆𝐶 − 𝑓𝑆𝑉𝐷𝐶 − 𝑅 𝑖𝑆 𝑆𝐶)

𝑖𝑆𝐶_𝐷𝐶 = 𝑓𝑆𝑖𝑆𝐶

 (27) 

In which, if it is𝑓𝑆 = 𝐷𝑆, the converter will work in Buck 

mode, and if it is𝑓𝑆 = 1 − 𝐷𝑆, the converter will work in 

Boost mode. According to the equivalent circuit in Fig.4, the 

dc link voltage is equal to (28): 

{

𝑑𝑉𝐶𝑆𝐶
𝑑𝑡

=
1

𝐶𝑆𝐶
(−𝑖𝑆𝐶 −

𝑉𝐶𝑆𝐶
𝑅𝑝𝑆𝐶

)

𝑉𝑆𝐶 = 𝑉𝐶𝑆𝐶 − 𝑅𝑆𝑆𝐶𝑖𝑆𝐶

 (28) 
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Fig. 3: Diagram of DFIG-based wind turbine. 
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Fig. 4: Control block diagram for SCESS. 

3.1.4. SSSC Mathematical Model 
The SSSC is used as a voltage source converter (VSC) in 

both inductive and capacitive modes for compensating 

reactive power in the transmission line. The circuit structure 

of this type of FACTS is shown in Fig. 5. In SSSC circuit 

structure, a VSC, a series transformer, a capacitor with Cdc 

capacity and a controller are used. Using the synchronous 

reference frame, the series injection voltage in SSSC can be 

described by (29) in the d-q axis [41]: 

{
𝑣𝑑𝑠 = 𝑚𝑐𝑍𝑖𝑛𝑣𝑉𝑑𝑐_𝑠𝑠𝑠𝑐𝐶𝑜𝑠(𝛼𝑠𝑒)

𝑣𝑞𝑠 = 𝑚𝑐𝑍𝑖𝑛𝑣𝑉𝑑𝑐_𝑠𝑠𝑠𝑐𝑆𝑖𝑛(𝛼𝑠𝑒)
 (29) 

In (29), αse is the phase angle of the injection voltage, mc 

is the conversion ratio of the coupling transformer and Zinv is 

the constant of the inverter, which is related to the voltage of 

the dc side over the line-phase voltage of the ac side. The 

dynamic equation of the DC link capacitor in order to 

maintain the power balance on the dc and ac sides is 

expressed by (30): 

 

Fig. 5: One-line diagram of a SSSC. 

𝑑𝑉𝑑𝑐_𝑠𝑠𝑠𝑐
𝑑𝑡

=
1

𝐶𝑑𝑐
[𝑚𝑐𝑍𝑖𝑛𝑣(𝑖𝑑 𝑐𝑜𝑠 𝛼𝑠𝑒 + 𝑖𝑞 𝑠𝑖𝑛 𝛼𝑠𝑒)]

−
𝑉𝑑𝑐_𝑠𝑠𝑠𝑐
𝐶𝑑𝑐. 𝑅𝑑𝑐

 

(30) 

The control block diagram of SSSC for the capacitor 

mode along with the damping controller is shown in Fig. 6. 

In this structure, by adding a control signal based on XF, inter-

area fluctuations in the power system can be damped through 

WADC or CPOD. 

4. SIMULATION RESULTS 

The structure of the closed loop system for simulations is 

shown in Fig. 7. In this structure, the loops related to the 

controllers and how they are related to the power system is 

specified. All the control loops including the SSSC converter 

control loop along with the damping control loop, the SCESS 

converter control loop and the DFIG control loops in the RSC 

and the GSC are connected to each other through the DC link. 

The simulation results have been evaluated in the form of four 

scenarios, so that in this evaluation, the wind pattern for all 

four scenarios is according to Fig.8. The SG excitation system 

is IEEE-1 type, the details of which are reported in [42]. 

4.1. First scenario 

In this scenario, we apply a three-phase short-circuit fault 

temporarily for 0.1 second near bus 11 (between lines 11-12). 

Accordingly, in Figs. 9a and 9b, respectively, the changes in 

the output power of the wind unit and the response of the 

active power of line 1-48 are shown by applying a time delay 

of 100ms in sending remote signals to the WADC. It can be 

seen from the results of this response, even if there is a time 

delay, the WADC controller provides better stability than the 

CPOD method. Also, in Figs. 9c and 9d, the DC voltage of 

SSSC and the reactive power changes of the inter-area line 1-

27 per time delay of 100ms are shown, respectively. From the 

results of this scenario, it can be seen that the proposed 

controller for damping power fluctuations has a favorable 

performance against uncertainties caused by time delay and 

three-phase fault. This improvement is clearly seen both in 

the settling time and in overshoot and undershoots. 
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Fig. 6: The proposed damping controller structure for a 

SSSC.
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Fig. 7: The closed loop system of the proposed controller along with all the control loops of the converters. 

 

 

Fig. 8: Wind variation for DFIG unit. 

4.2. Second scenario 

In this scenario, a three-phase fault occurred permanently 

near bus 31 (between line 31 and 38) within 2 seconds, and 

because the fault was not resolved after 0.1 second, line 31-

38 was outage. In addition, by changing the input mechanical 

power of the generators (G1, G4, G8, G10, G12) by +10% and 

considering the wind pattern as in the first scenario, the 

simulation results have been evaluated. Based on this, the 

speed deviation of generators 6-14 in Fig.10 (a), the power 

changes of line 14-15 in Fig.10 (b), the SSSC output power 

in Fig.10(c), as well as the power changes of line 8-9 in Fig.10 

(d) is shown for time delays of 300ms. From these results of 

this scenario, it is clearly seen that the proposed controller is 

optimal under any conditions and provides the desired 

stability for the system. If in the case without a controller, the 

oscillations caused by uncertainties are not well damped and 

the stability of the system decreases with the passage of time. 

4.3. Third scenario 

In this scenario, in order to operate with greater 

uncertainty, step changes have been made on the load 

connected to bus 26 of the power system. Thus: in 5 seconds, 

the amount of load increased from 3.5 to 4.82, and in 12 

seconds, it decreased from 3.82 to 2.22, and again in 25 

seconds, it increased from 2.22 to 5.3. The details of these 

changes are shown in Fig. 11a. It should be noted that the 

wind speed for the wind farm increases from 11 m/s to 12 m/s 

with increasing load and decreases from 12 m/s to 11 m/s with 

decreasing load. In addition, a time delay of 200 milliseconds 

in 5 seconds is considered for WADC. Figs. 11b and 11c 

show the speed deviation response of G9-10 and G6-8 for 

load changes. So that WADC has been able to control and 

dampen the deviations well at different moments with its 

accurate performance during load change. The response of 

changes in active power between buses 41-42 is shown in Fig. 

11d, as well as changes in reactive power of the wind unit in 

Fig. 11e. In this figure, with load reduction in 5 seconds, first 

the power between lines increased, and with load increase in 

12 seconds, the amount of power between lines decreased, 

and then with load reduction in 25 seconds, the amount of 

power flow in lines increased. Also, the input attenuation 

signal for SSSC by the proposed controller is shown in Fig. 

11f. According to the results obtained in this scenario, the 

robustness of the proposed controller under rapid changes in 

power compared to the CPOD controller has been well 

demonstrated. 

0 2 4 6 8 10 12 14 16 18 20
-5

0

5

10

15

20

25

Time [sec]

W
in

d
 S

p
e
e
d
 [

m
/s

]

 

 



B. Keshavarz Zahed et al.  Journal of Applied Research in Electrical Engineering, Vol. 3, No. 2, pp. 120-135, 2024 

129 

 

 

  
(a) (b) 

  
(c) (d) 

Fig. 9: Response results related to scenario 1. 

 

  
(a) (b) 

  
(c) (d) 

Fig. 10: Response results related to scenario 2. 

 

4.4. Fourth scenario: Case comparison with other 

methods and discussion and analysis 

In this section, in order to show the better performance 

of the proposed controller compared to references [22, 23], 

the simulation results have been analyzed. Therefore, by 

applying a permanent three-phase short-circuit fault in 2 

seconds near bus 2 (between line 2 and 3), line 2-3 is outage 

after 0.1 second due to the fault not being resolved. The 

pattern of wind blowing and solar radiation is the same as the 

first scenario and the change in the input mechanical power 

of the generators (G1, G5, G11, G40) is considered to be +15%. 

Based on this, Figs   .12a and 12b show the changes of active 

power between line 42-52 and DC voltage of SCESS per time 

delay of 300ms, respectively. From these figs, it can be seen 

that the improvement of oscillation damping in the proposed 

method is much more favorable and faster than the other two 

references, which has led to the reduction of settling time, 

overshooting and undershooting. Figs. 12c and 12d show the 

changes in the active power of the wind unit for the presence 

and absence of SSSC and SCESS units, respectively. From 

these figures, it can be seen that due to the outage, each unit 

is affected by the power grid, wind farm power and SSSC 

power, which leads to a decrease in the stability of the power 

system. This is despite the fact that in the presence of SSSC 

and SCESS units, even if there are time delays of 300 

milliseconds at the WADC input, a much more favorable 

damping is provided than without them. Therefore, the effect 

of SSSC and SCESS in connecting to the power system and 

DC link is very important, so that the power fluctuations of 

renewable units can be improved through these units. In Figs. 

12a and 12b, it can be seen that the presence of a fault leads 
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to changes in the active power and DC voltage of the storage 

system to more than 5%, which by applying a time delay of 

300 milliseconds, the amplitude and cycle of oscillations for 

the proposed method, reference [22] and [23] is about 8.2, 

14.7 and 16.6. It can be seen in Figs. 12c and 12d that if SSSC 

and SCESS are used alone to compensate the network 

stability, the existence of fluctuations caused by delay and 

disturbances lasts for more than 15 seconds. Therefore, the 

overshoot and undershoot will be more than 5%, which will 

not be a good number to maintain optimal stability. But with 

the optimal design of SSSC together with SCESS, it is 

possible to reduce the amount of overshoot and undershoot to 

below 5%, after which the average settling time is reduced to 

less than 8.476 seconds. 

 

  
(a) (b) 

  
(c)   (d) 

  
(e) (f) 

Fig. 11: Response results related to scenario 3. 
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5. CONCLUSION 

In this paper, with the design of the WADC controller, 

the stability of the power system was evaluated using the 

FWM method under different scenarios. The FWM design 

method is solved by introducing a set of nonlinear matrix 

inequality constraints based on LMI constraints in the form 

of an optimization problem. In this method, by introducing 

the non-linear optimization algorithm, it can be used to search 

for the most optimal gain matrix and the maximum delay 

margin of the control signal. This design process is able to 

avoid the destructive effect of large amplitude time delays on 

the performance of the power system. Finally, the damping 

signal of the WADC controller was applied using the 

proposed method as a supplementary signal to the SSSC 

converter to reduce low frequency oscillations. The 

simulation results were tested on the improved power system 

of 16  -machines using MATLAB software. From the results 

of this simulation, it is clearly seen that in the proposed 

method, in addition to improving the stability of the power 

system, the changes caused by time delays in sending signals 

from far away can be well controlled. 

In summary, it can be said that in the proposed method, 

the average settling time for scenarios 1 and 2 is 8.2 and 8.8 

seconds, respectively. Meanwhile, in these scenarios, the 

average sitting time for the classic CPOD method is equal to 

18.5 and 19.65 seconds, respectively. In scenario 3, the 

overshoot and undershoot values for the proposed method and 

CPOD are equal to (2.567% and 1.996%) and (5.765% and 

4.873%) respectively. In the same way, in scenario 4, the 

average settling time, overshoot and undershoot compared to 

the methods in [22] and [23] are equal to (8.476 seconds, 

2.328% and 2.096%), respectively (14 .532 seconds and 

4.842% and 3.559%) and (16.956 seconds and 4.389% and 

3.994%) have been obtained. Based on this, it can be seen that 

the proposed method has been of great help in improving of 

the settling time, overshoot and undershoot of fluctuations. 

 

APPENDICES 

Appendix 1. Adapting the proposed method to the 

studied power system 

This part of matching the proposed controller with the 

dynamic model of the system includes: synchronous 

machines [40], wind power plant [40], BESS [42] and SSSC 

[41]. Therefore, for the closed loop system of (6), X is the 

state vector of the system, U is the input vector, and Y is the 

output state vector, which are defined in this paper as follows: 

{
 
 

 
 𝑋 = [Δ𝑖𝑑𝑠𝑤 , Δ𝑖𝑞𝑠𝑤, Δ𝑖𝑑𝑟𝑤, Δ𝑖𝑞𝑟𝑤 , Δ𝐸𝑑

′ , Δ𝐸𝑞
′ , Δ𝐸𝑓𝑑 , Δ𝛿

, Δ𝜔, Δ𝑖𝑆𝐶 , Δ𝑉𝐶𝑆𝐶 , Δ𝛼𝑠𝑒 , Δ𝑉𝑑𝑐_𝑠𝑠𝑠𝑐]
𝑇

𝑈 = [Δ𝑉𝑅 , Δ𝑋𝐹]
𝑌 = [Δ𝐸𝑓𝑑 , Δ𝛼𝑠𝑒]

 

For the above vectors we will have: 

𝛥𝑖𝑑𝑠𝑤, 𝛥𝑖𝑞𝑠𝑤, 𝛥𝑖𝑑𝑟𝑤, 𝛥𝑖𝑞𝑟𝑤: Corresponding to the stator 

and rotor currents of the wind unit in d and q axes, 

respectively. 

𝛥𝐸𝑑
′ , 𝛥𝐸𝑞

′ : Corresponding to the electromotive force 

voltage of synchronous generators in d and q axes, 

respectively. 

𝛥𝐸𝑓𝑑 , 𝛥𝛿, 𝛥𝜔, 𝛥𝑉𝑅: Respectively related to excitation 

field voltage, rotor angle, rotor speed and supplementary 

signal of PSS controller in synchronous generators [43]. 

𝛥𝑖𝑆𝐶 , 𝛥𝑉𝐶𝑆𝐶 , 𝛥𝛼𝑠𝑒: Respectively related to the current, 

voltage and switching signal of the PWM converter in the 

BESS control loop. 

𝛥𝑉𝑑𝑐_𝑠𝑠𝑠𝑐: SSSC compensator dc voltage. 

𝛥𝑋𝐹: Supplementary damping controller signal sent 

through WADC to SSSC. 

The values of matrices A, B and C are equal to: 

 

 

 

𝐴

=

[
 
 
 
 
 
 
 
 
 
 
 
 
1.2435 0.5671 0.1256 0.9801 0.3451 1.7654 0.4056 0.5674 0.7658 0.2345 0.6547 1.2087 0.5187
0.4062 0.6134 1.8964 0.9380 0.5438 0.3275 0.5610 0.7403 1.5021 0.6581 0.8055 0.4328 0.6004
0.7630 0.6543 0.6754 1.4571 1.5430 0.5611 0.1134 1.3267 1.2278 0.1087 1.5670 0.4328 0.5611
1.3335 1.6533 0.7641 0.8904 1.8601 1.7773 0.8765 0.7653 0.4455 0.7655 0.6531 0.7004 0.7432
0.4033 0.5427 1.6187 1.5890 0.9403 0.8126 1.2864 0.4243 0.5679 0.5428 0.6541 0.6507 1.4506
0.6643 0.6782 0.8439 0.7901 1.8404 0.8175 0.5602 1.7632 0.8922 0.9027 0.8900 0.9764 0.9654
0.8765 0.5431 1.7654 1.8612 0.4428 0.5670 1.4321 1.6643 0.8754 1.6540 0.6543 1.4328 0.7654
0.5432 0.6704 0.4328 0.8953 1.7654 0.2109 0.5130 0.1986 0.2687 0.4356 1.7521 0.6705 1.7608
0.5631 0.1778 0.5899 0.4332 0.6477 0.6728 0.8769 0.6654 1.1345 0.2876 0.5431 0.7567 0.8876
0.4332 0.6088 1.4328 0.8601 0.7754 0.8658 1.4458 1.7765 0.3322 0.5548 0.8876 1.6654 1.8904
0.6367 1.8654 0.6784 1.0876 0.5567 0.7439 0.8992 0.9701 1.0677 0.9978 0.3379 0.5543 0.8327
1.0408 0.6648 0.3972 0.6520 1.1390 0.7694 0.4861 0.3863 0.8129 0.9411 0.6034 1.4561 0.8750
0.6276 0.5399 0.6499 0.6781 0.7892 0.8904 0.7432 0.7894 0.6432 0.8902 1.432 1.167 0.6571]

 
 
 
 
 
 
 
 
 
 
 
 

 

 

𝐵 = [
0 0 0 0 0 0 0.9765 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0.8765 0

] 

 

𝐶 = [
0 0 0 0 0 0 0.6543 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0.9501 0

] 

 

 

Appendix 2. The information related to the controller 

parameters is reported in Table 1. 
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Table 1: Information about controllers and parameters related to them. 

Information about the BESS along with the controllers related to it 

Rs=0.1 Ω Rp=0.04 Ω Ls=4.5  mH Csc=75μf 

TW=10 TA1=2.45 Kpf=6.65 Kif=3.15 

Kpg=6.65 Kig=6.65 (switching frequency)  f=5 KH  

    

Information about DFIG controllers 

PI1:Kp1=4.65,Ki1=1.51 PI2:Kp2=6.43,Ki2=2.32 Rg+jωLg=0.86+j0.054ωΩ Rg+jωLg=0.22+j.0.18ωΩ 

 

Appendix 3. Equations (16), (19), (20), (21), (26) and 

gain K and gain L, which were used in this paper are defined 

as follows: 

�̇�(𝑥𝑡) = 𝑥
𝑇(𝑡)[�̄��̄� + �̄�𝑇�̄�]𝑥(𝑡) + 2𝑥𝑇(𝑡)�̄��̄�𝐾𝑥(𝑡1) + 𝑥

𝑇�̄�𝑥(𝑡) − 𝑥𝑇(𝑡1)�̄�𝑥(𝑡1)+̄ℎ[�̄�𝑥(𝑡) + �̄�𝐾𝑥(𝑡1)]
𝑇 

�̄�[�̄�𝑥(𝑡) + �̄�𝐾𝑥(𝑡 − 𝜏)] + ℎ̄𝜉𝑇(𝑡)𝑋�̄�(𝑡) + 2(𝑥𝑇(𝑡)�̄�1 + 𝑥
𝑇(𝑡1)�̄�2)[𝑥(𝑡) − 𝑥(𝑡1)] − ∫ �̇�𝑇(𝑠)�̄��̇�(𝑠)𝑑𝑠

𝑡

𝑡1

 

−∫ �̄�𝑇(𝑡)𝑋�̄�(𝑡)𝑑𝑠
𝑡

𝑡1

− 2[𝑥𝑇(𝑡)�̄�1 + 𝑥
𝑇(𝑡1)�̄�2]∫ �̇�(𝑠)𝑑𝑠

𝑡

𝑡1

= 𝑥𝑇(𝑡)[�̄��̄� + �̄�𝑇�̄� + ℎ̄�̄�𝑇�̄��̄� + �̄� + ℎ̄𝑋11 + �̄�1 + �̄�1
𝑇]𝑥(𝑡) 

+𝑥𝑇(𝑡)[�̄��̄�𝐾 + ℎ̄�̄�𝑇�̄��̄�𝐾 − �̄�1 + �̄�2
𝑇 + ℎ̄𝑋12]

𝑇𝑥(𝑡1) + 𝑥
𝑇(𝑡1)[�̄��̄�𝐾 + ℎ̄�̄�

𝑇�̄��̄�𝐾 − �̄�1 + �̄�2
𝑇 + ℎ̄𝑋12]

𝑇𝑥(𝑡) 
+𝑥𝑇(𝑡1)[−�̄�2 − �̄�2

𝑇 − �̄� + ℎ̄𝑋22 + ℎ̄𝐾
𝑇�̄�𝑇�̄�𝐵𝐾𝑋12]𝑥(𝑡1) 

−∫ [�̇�𝑇�̄��̇�(𝑠) + �̄�𝑇(𝑡)𝑋�̄�(𝑡) + 2(𝑥𝑇(𝑡)�̄�1 + 𝑥
𝑇(𝑡1)�̄�2)�̇�(𝑠)]

𝑡

𝑡1

𝑑𝑠 = 

[
𝑥(𝑡)

𝑥(𝑡 − 𝜏)
]
𝑇

[
 
 
 
 
�̄��̄� + �̄�𝑇�̄� + �̄� + ℎ̄𝑋11
+𝑁1 +𝑁1

𝑇 + ℎ𝐴𝑇𝑍𝐴

�̄��̄�𝐾 − �̄�1 + �̄�2
𝑇

+ℎ̄𝑋12 + ℎ̄�̄�
𝑇�̄��̄�𝐾

∗
−�̄�2 + �̄�2

𝑇 − �̄�

+ℎ̄𝐾𝑇𝐵𝑇�̄��̄�𝐾 ]
 
 
 
 

× [
𝑥(𝑡)
𝑥(𝑡1)

]
𝑇

 

∫ [

𝑥(𝑡)
𝑥(𝑡1)
�̇�(𝑠)

]

𝑇
𝑡

𝑡1𝜏

× [
𝑋11 𝑋12 �̄�1
∗ 𝑋22 �̄�2
∗ ∗ �̄�

] [

𝑥(𝑡)
𝑥(𝑡1)
�̇�(𝑠)

] 𝑑𝑠 

(16) 

 

�̄� = [

�̄��̄� + �̄�𝑇�̄� + �̄� + ℎ̄𝑋11 + �̄�1 + �̄�1
𝑇 �̄��̄�𝐾 − �̄�1 + �̄�2

𝑇 + ℎ̄𝑋12 ℎ̄�̄�𝑇�̄�

∗ −�̄�1 + �̄�2
𝑇 − �̄� + ℎ̄𝑋22 ℎ̄�̄�𝑇�̄�𝑇�̄�

∗ ∗ −ℎ̄�̄�

] < 0 (19) 

 

𝛯 = [
�̄�−1 0 0
0 �̄�−1 0
0 0 �̄�−1

] [

�̄��̄� + �̄�𝑇�̄� + �̄� + ℎ̄𝑋11 + �̄�1 + �̄�1
𝑇 �̄��̄�𝐾 − �̄�1 + �̄�2

𝑇 + ℎ̄𝑋12 ℎ̄�̄�𝑇�̄�

∗ −�̄�1 + �̄�2
𝑇 − �̄� + ℎ̄𝑋22 ℎ̄�̄�𝑇�̄�𝑇�̄�

∗ ∗ −ℎ̄�̄�

] 

× [
�̄�−1 0 0
0 �̄�−1 0
0 0 �̄�−1

] = [

�̄��̄� + �̄��̄�𝑇 + �̄�1 + ℎ̄𝑌11 + �̄�1 + �̄�1
𝑇 �̄��̄� − �̄�1 + �̄�2

𝑇 + ℎ̄𝑌12 ℎ̄�̄��̄�𝑇

∗ −�̄�2 − �̄�2
𝑇 − �̄�1 + ℎ̄𝑌22 ℎ̄�̄�𝑇�̄�𝑇

∗ ∗ −ℎ̄�̄�

] < 0 

(20) 

 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑡𝑟{�̄��̄�1 + �̄��̄�1 + �̄��̄�1} 
𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜: 

[

�̄��̄� + �̄��̄�𝑇 + �̄�1 + ℎ̄𝑌11 + �̄�1 + �̄�1
𝑇 �̄��̄� − �̄�1 + �̄�2

𝑇 + ℎ̄𝑌12 ℎ̄�̄��̄�𝑇

∗ −�̄�2 − �̄�2
𝑇 − �̄�1 + ℎ̄𝑌22 ℎ̄�̄�𝑇�̄�𝑇

∗ ∗ −ℎ̄�̄�

]
  
  < 0 

[
𝑌11 𝑌12 �̄�1
∗ 𝑌22 �̄�2

∗ ∗ �̄�

] > 0 

{
[
�̄� 𝐼
𝐼 �̄�1

] > 0, [
�̄�1 �̄�1
�̄�1 �̄�1

] > 0

�̄� > 0, �̄� > 0, �̄� > 0

 

(21) 
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qswmmqrwssqrwssrdrwrrSSrsmmsqswmmsdswmmssr

qrw

dswmmdrwssqrwrrSSrsmmsdrwssrqswmmssrdswmms
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qsw
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dsw

VLVLiLRiLLLiLRiLLH
dt

di

VLVLiLLLiLRiLLiLRH
dt

di

VLVLiLRiLLiLRiLLLH
dt

di

VLVLiLLiLRiLLLiLRH
dt

di









 

(26) 

 

T
K 









−−−−−−−

−−−−−
=

0678.14567.15678.08745.03211.14566.46784.57654.18976.19875.03211.50678.17891.0

4567.24562.35672.01654.06435.06218.33639.43791.25467.01104.52346.73214.16578.0
 

T
L 









−−−−−−−−−−−−

−−−−−−−−−−−−
=

0543.1456.37893.15673.25671.25456.07654.1766.17891.29544.10677.25671.11.9123-

5671.05431.11456.21245.19876.03456.27891.03116.28121.36557.17716.25647.12.4501-
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Abstract: Network Virtualization (NV) techniques enable high scalability and isolation by abstracting physical resources 

to provide a logical network representation that can coexist with a physical networking framework. Traditional NV is 

prone to security attacks and has lower privacy and trustfulness compared to blockchain-established NV. We diagnose 

the BC-established NV construct under 5 segments and closely appraise the literature in reference to NV technique, 

virtualization technology, BC-related properties, and network properties. We racked up a starting sample of 85 sources 

by filtering literary work for qualifying conditions searched from article retrieval platforms, engaging a rigorous and 

prolonged approach. Anchored from this research, in BC-established NV, we demonstrate that BC can act as a 

broker/manager for NV, act as a secure storage by preventing double-spending attacks, provide secure virtual network 

embedding with high fault tolerance, engage BC and smart contacts for resource trading in the process of NV, engage 

dedicated consensus approaches to reach agreement for NV among multiple parties for reducing security attacks, and 

establish BC-established access control for NV. Complete interpretation disseminates that from interpreted BC-

established NV schemes, 45% engage BC and smart contracts for agreements and resource trading for NV, 95% engage 

regular BC architecture, Proof-of-Work (PoW) and Practical Byzantine Fault Tolerance (PBFT) being the most 

frequently used consensus, 80% engage the overlay network concept, and it has been engaged abundantly (27.5%) in 5G 

networks. Finally, we deliberate the possibilities and obstacles of the framework of blockchain-established NV and then 

provide suggestions to suppress them. 

Keywords: Network virtualization, blockchain, slicing, entry coordination, cryptography, overlaying. 
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1. INTRODUCTION 

Network virtualization is a wide concept in networking 

that involves the abstraction of underlying physical resources 

to provide a logical network representation that can coexist 

with other virtual networks in the same physical network [1]. 

Due to network virtualization, many advantages can be 

realized, such as service provisioning flexibility, high 

manageability due to centralized management, high 

scalability, high isolation and fault tolerance, etc. [2]. These 

advantages in virtual network technologies such as virtual 

local area networks, virtual private networks, active and 

programmable networks, etc. can be evaluated by evaluating 

parameters, for instance, cost, revenue, throughput, 

bandwidth, spectrum efficiency, energy efficiency, signalling 

latency, and so on [3]. In network virtualization, 

infrastructure providers offer network resources to service 

providers through virtual network providers and operators, 

where service providers utilize them to cater services to end 

users [4].  

In the resource sharing concept of network virtualization, 

resources such as spectrum, infrastructure, etc. are shared 

across multiple virtual networks with the aid of concepts such 

as dynamic spectrum sharing [5]. In comparison to resource 

sharing, slicing is a core function in network virtualization 

that slices a given spectrum, infrastructure, network, or flow 

into multiple sub-sets and allocates each slice to different 
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network service providers, which promotes independent 

control and isolation among virtual networks [6]. Network 

virtualization also involves network function virtualization, 

where software instances of different network functions such 

as routing, load balancing, and intrusion detection are 

typically implemented in software-defined networking, 

which can function in the manner of a service chain of 

virtualized network functions [7].  

A blockchain vitally comprises a sequence of blocks 

intertwined in a regular or irregular sequence, conforming to 

the framework of distributed ledger technology [8]. 

Distinctly, transactions/blocks are connected to each other by 

means of a designated block/transaction that stores the hash 

digest of several antecedent transactions/blocks, making them 

immutable [9]. Further, they enact a universal assent 

methodology, such as proof-established universal assent or 

vote-established universal assent, for validating the blocks 

among the peers before combining a transaction/block on the 

distributed ledger technology [10]. Precisely, they apply 

hashing methods to secure the integrity and computer-

generated signatures for securing transaction non-repudiation 

[11]. Similarly, they can incorporate secure cryptographic 

practices such as zero knowledge proofs and quantum-safe 

cryptography for resisting quantum attacks [12], intensifying 

the component of privacy safeguarding in blockchain. 

Nevertheless, the original blockchain itself, which dodges 

cryptographic practices such as key-pair cryptography for 

securing privacy safeguarding, is not 100% privacy 

safeguarding as blockchain recordings/transactions are 

pseudo-anonymous, expressing that recordings/transactions 

are identified by a confidential pseudo-identifier instead of 

bona fide addresses of nodes [13]. Similarly, the level of 

privacy protection may be tailored by following the 

distributed ledger category: private, consortium, or public.     

The public blockchain is the common permissionless 

blockchain, whereas private and consortium blockchains 

carry a designated level of centralized authority, contributing 

more privacy and data rights administration than the public 

blockchain [14]. 

In light of this examination, we find that blockchain-

established network virtualization can be five-fold in terms of 

the duty of blockchain in the process of network 

virtualization. First, blockchain has been engaged as a 

broker/manager/auditor/orchestrator for different slicing in 

network virtualization, such as network slicing to coordinate 

slices and security level agreements, etc. [15], infrastructure 

slicing to audit and orchestrate slices [16], and spectrum 

slicing for spectrum management [17]. Secondly, blockchains 

facilitate secure storage of data, securing privacy with 

additional cryptographic techniques for obstructing double-

spending attacks when allocating the same physical 

infrastructure to multiple virtual networks [18], and providing 

better virtual network embedding with high fault tolerance 

[19]. Thirdly, in spectrum slicing frameworks such as 

Bloc6Tel [20] and spectrum sharing frameworks such as 

MOSS [21], Smart Contracts (SCs) on blockchain have been 

engaged for providing service-level agreements and auction 

algorithms for resource trading. Fourthly, blockchain 

consensus has been specifically engaged in network 

virtualization processes, such as proof-of-strategy to reduce 

administrative expenses [22], consensus having a dynamic tip 

selection strategy to improve universal utility pertaining to 

the demand and supply of spectrum [23], Practical Byzantine 

Fault Tolerance (PBFT) to allocate more resources 

established on credibility values [24], etc. Finally, blockchain 

has been engaged to provide access control, making sure that 

only legitimate users are provided access to resources sliced 

or shared in network virtualization, such as devices belonging 

to different organizations that are provided access to a 

common VPN [25]. 

Currently, in this composition, to our present perception, 

no scholarly investigation has been conducted reviewing 

network virtualization in broad scope utilizing blockchain. 

Therefore, we are proud to be the primary appraisers to 

review in this field, which will provide a path for 

academicians to gain insight into current developments, 

discrepancies, obstacles, possibilities, and suggestions for 

network virtualization utilizing blockchain. However, there 

exist a survey that discusses the opportunities of network 

function virtualization in the blockchain domain [111]. In 

comparison to our work, the preceding work does not 

investigate blockchain applications in the broad scope of 

network virtualization. 

Fig. 1 illustrates the subject catalogue of this 

interpretation of academic literature on network virtualization 

utilizing blockchain. 

1.1. Contributions to Current Literature 

• We classified and briefly presented a compendium of 

network virtualization (Section 3). 

• The core concepts of network virtualization are briefly 

presented (Section 4). 

• A compendium of blockchain technology is depicted 

(Section 5). 

• Examine current blockchain-established network 

virtualization frameworks in telecommunication 

networks (Section 6). 

• Interpret completely the examined blockchain-

established network virtualization frameworks (Section 

7). 

• The possibilities and obstacles of blockchain-established 

network virtualization are deliberated (Section 8). 

• Suggestions and prospective paths for engaging 

blockchain-established network virtualization are 

depicted (Section 9). 

2. METHODOLOGY 

This research examines the current original work on 

network virtualization utilizing blockchain available in print 

during the past years, engaging a rigorous and prolonged 

approach [26]. Further to that, it studies a wide spectrum of 

angles in network virtualization and blockchain systems. 

Henceforth, all unique scientific research reports and internet 

sites available in print on network virtualization, blockchain-

established network virtualization, and blockchain inhabit the 

overall collection of data in this investigation. However, the 

whole data collection's references are impervious to 

inspection in the present investigation. Henceforth, engaging 

suitable search words and qualifying conditions, we gathered 

88 references from unique scientific research reports and 

internet sites. 
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Fig. 1: Subject catalogue of this interpretation on network virtualization utilizing blockchain. 

 

We searched IEEE Xplore technical database, Google 

Scholar educational content discovery platform, ACM 

electronic library, Wiley electronic library, ScienceDirect 

online scientific storage, and MDPI article retrieval platform. 

We commonly chose search words "Blockchain" OR 

"Network virtualization" OR "Blockchain-established 

network virtualization" OR "Blockchain-established 

spectrum sharing" OR "Blockchain-established infrastructure 

sharing" OR "Blockchain-established virtual private 

network" OR "Blockchain-established software-defined 

virtual networks" OR "blockchain-established elastic 

networks" OR "blockchain-established spectrum slicing" OR 

"Blockchain-established infrastructure slicing" OR 

"Blockchain-established network slicing" OR "Blockchain-

established network function virtualization" OR 

"Blockchain-established service chaining". 

A multitude of features for filtering the articles generated 

the qualifying conditions. The first qualifying condition 

dictates that the piece of writing imposes the use of English, 

and the second qualifying condition dictates a requirement of 

high pertinence to the search word. Thirdly, so as to augment 

the veracity of conducted research, journal articles were put 

in a position of prominence in contrast to meeting reports and 

preliminary publications. On the contrary, we didn't endorse 

research articles from a specific article producer in the 

qualifying conditions; in place of this, we treated all article 

producers equally. The last qualifying condition asserts that a 

specific piece of writing dictates public disclosure in the span 

of years since 1975. 

The starting sample was minimized to 85 article sources; 

later, it was learned that 3 article sources were copies. Further 

to that, we adduced meanings and explanations pertaining to 

the heterogeneous topics presented in this research using 25 

pieces of writing. To link this research with prior research, we 

reviewed multiple research articles; nevertheless, as only a 

single one examined related to blockchain-established 

network virtualization, we appended it to the assortment of 

electronic content, gaining the final summation of article 

sources to 111.  

To evaluate the collected blockchain-established 

network virtualization by a multitude of features, such as 

blockchain characteristics, network virtualization 

characteristics, network factors, and effectiveness, we 

engaged the tabular dataset design for research qualitative 

assessment [27]. Further to that, we engineered visualizations 

engaging the Excel software to open-mindedly study research 

data linked with network virtualization-established and 

blockchain-established features. 

Ethics do not apply, as this research pertains to 

telecommunication networks. 

3. A COMPENDIUM OF NETWORK VIRTUALIZATION 

3.1. Technologies 

3.1.1. Virtual Local Area Network (VLAN) 

A VLAN brings together network hosts within a singular 

broadcast domain logically, irrespective of physical-  
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Fig. 2: Generic architecture of an Overlay network 

 

-connectivity, where network administration and 

reconfiguration are simpler. These networks forward packets 

using the VLAN identifier and media access control address 

of the data link layer [28]. VLANs help in network 

segmentation, which allows network administrators to isolate 

devices in order to improve the security of the network by 

separating sensitive and critical resources from the rest of the 

network [29]. 

3.1.2. Virtual Private Network (VPN) 

A VPN delivers secure and private encrypted tunnels for 

multiple sites over public communication networks that route 

users' traffic through a server belonging to the VPN provider, 

which is geographically distributed. In VPNs, customer-edge 

devices can be associated with provider-edge routers. They 

provide privacy and anonymity by hiding the real internet 

protocol address and are particularly useful when connecting 

public Wi-Fi networks to reduce potential hacking attacks 

[30]. 

VPNs can be categorized into tier 1, tier 2, and tier 3, 

established on the layer of the open-system interconnected 

model in which they operate. Tier 1 VPN is the physical layer 

VPN that is typically used in circuit switching networks and 

has the least level of application among VPN types. They use 

an asynchronous transfer mode for communication. Tier 2 

VPN functions on the data link layer that extends the concept 

of VLAN over a large distance and uses multi-protocol label 

switching. On the other hand, tier 3 VPN operates in the 

network tier, which uses protocols such as internet protocol 

security, secure socket layer, etc. for establishing secure 

connections and is the most widely used VPN type [31]. 

3.1.3. Active and Programmable Network (APN) 

An APN promotes programmability, where network 

administrators can program high-level network policies to be 

engaged in the network, and network isolation, allowing 

multiple parties to implement conflicting codes on the same 

network equipment without any conflict. Network 

programmability promotes the logical separation of control 

functions from data-forwarding functions. There are two 

approaches for these networks: the active network approach 

and the open signalling approach. In the active networks 

approach, network services can be customized, involve 

implementing executable programmed code in network 

nodes, and are more flexible than the other approach [32]. In 

the open signalling approach, the exchange of control 

information among the network devices, known as signalling, 

is engaged to control the behavior of the network. NETKIT is 

a software-component established approach to structuring 

programmable networks that can accommodate multiple 

levels of networking systems in either of the approaches for 

active and programmable networks [33].  

3.1.4. Overlay network 

An overlay network, typically implemented at the 

application layer, is a logical network implemented over a 

physical network in which virtual links exist among the nodes 

[34]. Overlay networks have been engaged to realize 

numerous goals, such as reducing security attacks, improving 

the quality of service, enabling multicasting, etc. The 

architecture of a generic overlay network is illustrated in Fig. 

2. 

For instance, SIPTVMON is a SIP protocol and 

cryptography-established secure multicast overlay network 

that is capable of optimizing network latency and bandwidth 

utilization through load balancing [1]. These networks 

promote network virtualization by abstracting the 

complexities of the physical network and using tunnelling 

techniques to transmit data among the nodes. For instance, 

NoEncap is a software-established optimization scheme to 

reduce the overhead of packets in overlay-established virtual 

networks [35]. 
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3.1.5. Elastic network 

An elastic network is a conceptual network where the 

infrastructure can dynamically adapt the allocation of 

network resources to changing demands of the network, such 

as traffic patterns, congestion, events, etc. [36]. In these 

networks, physical resources are virtualized, and they can be 

scaled up or down established on network demands and 

typically provide elastic services using optimization 

techniques. The virtual network embedding (mapping virtual 

network resources into physical network resources) in elastic 

networks is typically solved using optimization techniques. 

For instance, in [37], virtual network embedding for an elastic 

optical network is realized by optimizing to select light paths 

from a set of light paths having diverse modulation schemes, 

forward error correction rates, baud rates, etc. 

3.2. Business Model 

Network virtualization involves multiple parties during 

its process, as in Infrastructure Providers (InPs), Service 

Providers (SPs), Mobile Virtual Network Providers 

(MVNPs), Mobile Virtual Network Operators (MVNOs), and 

end users. 

3.2.1. Infrastructure provider 

Infrastructure providers offer the network resources 

(such as servers, routers, and switches) owned by them to 

other parties using programmable interfaces. They are 

responsible for managing the underlying physical assets of 

the virtual network. Multiple infrastructure providers can 

allocate resources to single MVNP and also multiple MVNPs 

can lease resources from a single InP in network 

virtualization [4]. 

3.2.2. Mobile virtual network provider 

MVNP is an organization that leases network 

infrastructure from InPs and creates virtual resources to be 

used by MVNO in the wireless mobile virtual network [38]. 

3.2.3. Mobile virtual network operator 

The MVNO utilizes the virtual resources provided by the 

MVNPs and assigns them to service providers. MVNOs have 

more control than MVNPs over the services they provide. 

MVNOs can sometimes act as MVNPs and lease 

infrastructure from InPs as well. In such cases, matching 

theory and auction approaches have been utilized to allocate 

resources (slices) from multiple InPs to MVNOs to maximize 

their revenue [39]. 

3.2.4. Service provider 

Service providers involve using virtual network 

resources provided by MVNOs and using them to provide 

services like data services, voice communication, etc. to end 

users in order to create virtual networks. SPs can program 

allocated virtual network resources to offer services. It can 

partition the virtual network services, creating multiple child 

virtual networks. Since there is competition among service 

providers, the expenditure of leased assets in SPs and client 

latency can be minimized while meeting client service level 

agreements under server bandwidth constraints [40]. 

3.2.5. End user 

End users are the customers or subscribers that utilize the 

services bestowed by service providers. Note that in the 

network virtualization model, a given end user has the 

capability to connect to multiple virtual networks provided by 

multiple service providers. In network virtualization, multi-

layer games have been suggested as an approach for 

allocating services and resources among multiple parties, 

such as InPs, MVNOs, end users, etc., where there exists a 

balancing act among the quality of service of EUs and the 

compensation of MVNOs and InPs, where end users attempt 

to find an optimal policy to obtain services from the service 

providers [41]. 

3.3. Architectural Principles 

3.3.1. Abstraction 

In network virtualization, underlying physical resources 

are abstracted and encapsulated to provide a more simplified 

logical network representation. This promotes simplified and 

easier network management, as it can be achieved without 

having to know about the details of complex network 

infrastructure. For instance, in [42], diverse types of 

information sources in vehicular networks are abstracted as 

broadcasting nodes and agents, and the controller is 

abstracted as a sink and a global solution optimizer for 

simplified data collection. Moreover, in [43], an enhanced 

logical view for network virtualization in distributed overlay 

virtual networks by achieving an advanced network 

abstraction in order to provide tenant contracts and provide 

application layer network services has been suggested.  

3.3.2. Coexistence 

Coexistence states the characteristic that multiple virtual 

networks provided by multiple service providers can exist 

together in the same physical network (partially or fully 

sharing the physical infrastructure) without having 

interference with each other. In the interest of achieving 

coexistence, there should be efficient isolation and resource 

allocation techniques such that one virtual network does not 

negatively contribute towards the performance of another 

virtual network. For instance, Ipv4-only networks can be 

virtualized over Ipv6 networks to facilitate communication 

among Ipv4 virtual network segments through an Ipv4-Ipv6 

tunnel, allowing the coexistence of both types of networks 

[44]. 

3.3.3. Recursion/Nesting 

Virtual networks can appear as a hierarchy of virtual 

networks where one virtual network is nested within another, 

in which multiple child virtual networks can be spawned from 

a parent virtual network. This hierarchical existence is known 

as recursion, and it allows scalability, as each virtual network 

in the hierarchy can have its own set of policies and 

configurations. BrFusion and Hostlo have been presented as 

frameworks to address the issues of network virtualization 

duplication and pod engagements bounded by virtual 

machines in nested network virtualization by shortening the 

packet lengths and reducing resource fragmentation [45]. 

3.3.4. Inheritance 

In hierarchical virtual networks, inheritance refers to the 

property that a child virtual network automatically inherits 
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rules, configurations, policies, etc. from its parent virtual 

network. This simplifies the management of virtual networks, 

as network administrators need not be involved in redefining 

policies and configurations for virtual networks at the lower 

level of the hierarchy, as most of them are inherited from 

upper-layer virtual networks. In service-oriented hierarchical 

network virtualization, there exist different layers of services 

bestowed by different players that can be dynamically 

uncovered, where the lower layers inherit from the upper 

layers [46]. 

3.3.5. Revisitation 

Revisitation refers to the ability of virtual networks to be 

revisited and to be dynamically reconfigured and modified 

during their lifecycle. They can be either automatically 

reconfigured, established on dynamic network conditions or 

manually reconfigured by network administrators with 

updated policies, rules, etc. Moreover, for one physical node, 

multiple virtual nodes of the matching virtual network can be 

configured and updated dynamically by revisiting to 

rearrange the virtual network structure. Thus, the virtual 

network embedding in virtual networks can be dynamically 

configured. In [47], virtual network embedding is 

dynamically configured by modelling as an integer linear 

programming problem considering resource fragmentation 

cost along with a virtual network embedding algorithm to 

consider resource fragmentation degree relying on the present 

network status and virtual network requests. 

3.4. Characteristics 

Virtual networks are characterized by several features 

that distinctly identify them, which are discussed in brief in 

the following subsections. 

3.4.1. Flexibility 

Flexibility refers to the freedom that exists within the 

service providers to adjust network topology, forwarding 

policies, security policies, etc. without being influenced by 

the underlying physical infrastructure or other virtual 

networks. For instance, sensors can be virtualized to provide 

data fusion tasks by selecting an appropriate technique to 

create flexible and virtual sensors in a sensor network without 

needing to know sensor-related details [48]. It allows 

customization of network environments to match 

applications. In [2], flexibility of a virtual network is defined 

as the ability to cater to new requests, such as requirement 

changes, and provide quantitative measures to measure the 

degree of flexibility in softwarized networks, such as virtual 

networks, while proving that these networks have a high 

degree of flexibility. 

3.4.2. Manageability 

Virtualized networks allow central management 

capabilities, allowing network administrators to manage the 

network centrally without having to configure hardware 

manually. Service providers are given full control permission 

for the virtual network. HYVI is a hybrid virtualization 

system that combines the benefits of software and hardware 

virtualization to seek a balance between the performance and 

manageability of virtualization [49]. Moreover, as InPs are 

separated from SPs, manageability is easier since SPs deal 

with virtual resources and not with physical infrastructure. 

3.4.3. Scalability 

Network virtualization allows the creation of new virtual 

networks or the expansion of existing ones when network 

demand increases without significant changes to the physical 

infrastructure. However, in cases where physical resources 

are inadequate to meet the increasing demand, InPs should 

provide more resources to be converted into virtual resources 

by MVNPs. For instance, SVLAN is a scalable VLAN that 

can scale to a high number of distributed systems and can 

provide network isolation at different granularities [50]. 

3.4.4. Isolation 

When numerous virtual networks survive in a physical 

network, there should be isolation among them to improve 

fault tolerance and security in simultaneous operation. This 

isolation allows faults or security attacks in one virtual 

network to not affect other core virtual networks. For 

instance, FlowVisor provided network virtualization in the 

data plane, where the same hardware forwarding resources 

can be shared between numerous logical networks having 

distinct forwarding policies, providing isolation among the 

virtualized networks [51].  

3.4.5. Programmability 

Programmability refers to the ability of the virtual 

networks to be programmed such that service providers can 

engage customized protocols using application programming 

interfaces that allow a high degree of automation for network 

management. Programmability allows conveying application 

policies to the underlying network infrastructure. VNode has 

been suggested as a virtual infrastructure that can achieve 

high performance and programmability so that network 

developers can implement high level policies in network 

virtualization [52]. 

3.4.6. Heterogeneity 

Virtual networks can be engaged on top of a combination of 

heterogeneous networks such as optical, cellular, vehicular, 

Wi-Fi, wired, etc., and each of the multiple virtual networks 

within the given physical infrastructures can also be 

heterogeneous with respect to each other. Specifically, 

virtualization can be realized in vehicular networks with the 

aid of network function virtualization, SDN, and network 

slicing to improve the functionality of traditional locally 

trained and machine learning-driven autonomous driving 

[53]. As network virtualization can abstract diverse network 

functions, virtual networks tend to have a high degree of 

heterogeneity. Network virtualization enables heterogeneous 

network platforms from different vendors having diverse 

programming environments, protocols, etc. to be 

interoperable [3]. 

3.4.7. Multi-tenancy 

Virtual networks support multi-tenancy by allowing 

multiple users or groups to have their own secluded virtual 

networks; however, they share the corresponding (same) 

physical infrastructure. This allows logical separation of user 

functions, despite the fact that they use the same physical 

resources. Typically, software-defined networking and 

network function virtualization can be engaged to allow 

multi-tenancy by slicing the network [54]. 
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Table 1: A compendium of current literature on diverse aspects of network virtualization. 

Virtualization 

aspect 

Sub-aspect Stratagem Performance 

Technologies Virtual local 

area network 

  

 Topology discovery using VLAN ID, MAC addresses [28] Function in heterogeneous networks 

 Network segmentation for sensitive and critical resources [29] Simplify network management and provide improved 

security 

Virtual private 

network 

  

 Associating customer edge devices with provider routers [30] Provide privacy and anonymity 

Layer 2 and Layer 3 VPN implementation [31] No performance evaluation presented 

Active &  

program. 

network 

 Customized services, executable programmed code [32]  In capsule processing, Java network I/O is a bottleneck 

 Accommodate multiple levels of networking system [33] Able to incorporate all programmable networking levels 

Overlay network  SIP, cryptography established secure multicast overlaying [1] Optimized network latency and bandwidth utilization 

Software-established optimization scheme [35]  Eliminate encapsulation overheads 

Elastic network  Optimization to select light paths for VNE [37]  Save 60% spectrum resources, faster solution 

Business 

model 

Infrastructure 

provider 

Resource allocation with multiple InPs [4]   Low processing time, successful embedding, high 

acceptance 

 MVNP  3-sided matching using size and cyclic preference [38]  Enhance user throughput, less running time 

 MVNO  Allocate resources using matching theory, auctioning [39]  Maximize social welfare, stable matching 

Service provider  Leased resource cost minimization by server selection [40] Low response time, link utilization, and jitter 

End user  Multi-layer game to allocate resources [41] Maximize payoffs of InPs, MVNOs, offer spectrum to users 

Architectural 

principles 

Abstraction   Advanced network abstraction using overlay network [43] Provide tenant contracts and network services 

Coexistence  Virtualizing IpV4 over Ipv6 networks using tunnelling [44] No performance evaluation 

Recursion  Avoid NV duplication-short packets, resource fragmenting [45] 40% reduction in cloud utilization cost 

Inheritance   Layered services with inheritance [46] Services can be dynamically discovered 

Revisitation   ILP to dynamically configure VNE [47]  Reduce fragmented resources 

Characteristics Flexibility   Quantitative measures flexibility in softwarized networks [2] Provide a trade-off between cost and flexibility 

Manageability  Hybrid software and hardware virtualization [49] Strike a balance in performance and manageability 

Scalability   A VLAN scaling to a high number of distributed systems [50] Offer communication isolation with different granularities 

Isolation  FlowVisor to share hardware resources with isolation [51] Does not require programmable hardware 

Programmability  VNode to implement high-level network policies [52] Coexistence performance and programmability 

Heterogeneity   Heterogeneous network platforms using virtualization [3] High interoperability and scalability 

Multi-tenancy  Using SDN and NFV [54] Flexible and efficient resource allocation for multiple tenants 

 

Table 1 illustrates a compendium of current literature on 

diverse aspects of network virtualization. 

4. CORE CONCEPTS OF NETWORK VIRTUALIZATION 

4.1. Resource Sharing 

4.1.1. Spectrum sharing 

Spectrum sharing essentially means that multiple 

MVNOs can share the same spectrum established by 

agreements among the operators. This considers the wireless 

spectrum resource as a whole and shares it among virtual 

networks [55]. Dynamic Spectrum Sharing (DSS) is the most 

widely used spectrum sharing technique that allocates 

spectrum dynamically, considering real-time demands, and is 

used in intelligent networks. In [56], a spectrum sharing 

framework supporting any number of radio networks engages 

machine learning for forecasting and clustering in order to 

allocate spectrum for 5G virtualized networks. 

4.1.2. Infrastructure sharing 

Infrastructure sharing refers to network operators sharing 

infrastructure resources such as passive buildings and sites, 

power and energy infrastructure, radio frequency antennas 

and eNodeBs, backhaul and backbone networks, routers, 

switches, etc., not being limited to network infrastructure. 

This reduces the cost per mobile network operator, and it can 

be achieved by varying technical and economic parameters, 

for instance, achievable throughput and pricing strategies in 

different infrastructure sharing strategies [5]. 

4.1.3. Full Network Sharing (FNS) 

FNS is the combination of spectrum and infrastructure 

sharing, where both spectrum and infrastructure can be shared 

between numerous MVNOs using agreements. Full network 

sharing is supported in multi-operator core networks and 

gateway core network configurations. Virtualization is more 

efficient and flexible for full network sharing. In the 3GPP 

standard for full network sharing, multi-operator and gateway 

core networks coexist [57]. 

4.2. Slicing 

4.2.1. Spectrum slicing 

Spectrum slicing involves slicing (dividing) a given 

spectrum into multiple non-overlapping slices in a specific 

domain, such as time, frequency, or space, where multiple 

service providers can be allocated to different slices of the  
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Fig. 3: Generic spectrum slicing concept within a small cell. 

sliced spectrum. This allows multiple users/services to 

transmit simultaneously without causing interference to each 

other. In [6], the spectrum is sliced by minimizing the 

bandwidth blocking rate and the total number of slicers using 

mixed integer linear programming in an elastic optical 

network. 

The generic spectrum slicing concept within a small cell 

in a mobile network is illustrated in Fig. 3. 

4.2.2. Infrastructure slicing 

Infrastructure slicing involves slicing the physical 

resources (creating multiple virtual instances of the same 

physical infrastructure) such as base stations, antennas, and 

other hardware resources such as computing, storage, etc. by 

MVNPs into virtual slices and allocating each infrastructure 

slice to different virtual networks (MVNOs) [58]. For 

instance, when a MVNO needs to lease spectrum from an InP, 

the MVNP has to slice and virtualize the infrastructure and 

allocate it to the corresponding MVNO. In [59], OpenFlow 

has been engaged to provide cross-layer infrastructure 

virtualization, allowing multiple virtual infrastructures to 

share a given physical infrastructure. 

4.2.3. Network slicing 

Network slicing involves creating logically isolated 

virtual networks that are implemented on a shared physical 

infrastructure. This can be achieved using infrastructure 

slicing and other concepts such as spectrum slicing and 

network sharing. Per each virtual network slice, different 

parameters, for instance, quality of service, bandwidth, 

latency, etc., can be defined as required, allowing the 

coexistence of multiple isolated virtual networks providing 

different services [60]. The generic network slicing concept 

in a mobile communication network is illustrated in Fig. 4. 

For instance, a dynamic network slicing scheme for 5G 

networks implements a virtual network embedding task by 

using an algorithm to predict traffic demands and a tactic to 

uncover the number of virtual network functions and 

resources needed for each network slice [61]. 

4.2.4. Flow-level slicing 

Flow-level slicing occurs within a network slice. For a 

given network slice (virtual network), slicing will occur 

established on the characteristics of different flows. It allows 

fine-grained control in a network slice. For instance, high-

priority flows can allocate more resources even under high-

resource usage instances, and vice versa. For instance, in a 

software-defined wireless virtual network, multi-flow 

transmissions are realized by virtual resource allocation 

considering quality of service requirements by modelling it as 

a social assistance maximization task having distance as the 

transaction expense along with a shadow pricing scheme [62]. 

4.3. Network Function Virtualization (NFV) 

NFV is the process of creating virtual network functions 

just like routers, load balancers, intrusion detectors, etc. 

instead of dedicated hardware resources for achieving them. 

NFV uses virtual machines or containers to implement 

software instances of network functions, and it promotes 

resource sharing and efficiency as multiple network functions 

can be virtually implemented on the same physical device. In 

[63], for forward graph embedding of network function 

virtualization  of  an  elastic  optical  network, computational
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Fig. 4: Generic network slicing concept in a mobile network. 

 

resources and optical bandwidth are allocated using an integer 

linear programming model for smooth operation of virtual 

network functions having interconnections among them. 

4.4. Software-Defined Networking (SDN) 

SDN embarks on logical decoupling of the control layer 

from the data layer, allowing centralized network control and 

management using a software-established controller [64]. 

SDN and NFV are often engaged in combination, where the 

SDN engages multiple instances of NFV in its network. Deep 

Reinforcement Learning (DRL) has been engaged to manage 

virtual network data flows in a programmable software-

defined IoT edge network implementing NFV [65]. 

4.5. Service Chaining 

Service chaining involves creating a chain of virtualized 

network services through which network traffic should pass 

in sequence. It is a customizable service path that can be 

dynamically updated if required without requiring dedicated 

hardware. Service chaining is often engaged in combination 

with NFV and SDN. For instance, LASH-5G implements 

virtualized functions in edge clouds to provide adaptive and 

latency-aware service chaining of network function 

virtualization-established virtual functions across network 

domains interconnected using software-defined networking 

[66]. 

Table 2 illustrates a compendium of current literature on 

network virtualization concepts. 

5. A COMPENDIUM OF BLOCKCHAIN TECHNOLOGY 

A sequence of intertwined blocks or 

recordings/transactions comprises the distributed ledger 

called the blockchain. 

5.1. Arrangements 

Every block within the regular blockchain, which 

comprises a header section and record section, is related to its 

precursive block (excluding the origin block), putting to use 

the precursive block's hash digest, and the 

recordings/transactions within the record section are 

structured as a Merkle tree structure [9]. 

Irregular blockchain comprises an assortment of 

intertwined recordings/transactions where one 

recording/transaction might validate various other 

recordings/transactions that originated prior to it. These 

recordings/transactions are deficient in header sections and 

record sections; due to this, Merkle trees are absent [8]. 

Fig. 5 illustrates the architecture of regular and irregular 

blockchains. 
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Table 2: A compendium of current literature on network virtualization concepts. 

Virtualization concept Specific concept Stratagem Performance 

Resource sharing 

             

Spectrum sharing  Machine learning for forecasting and clustering [56] Allow arbitrary network slices to 

share resources 

Infrastructure sharing IS by varying technical and economic parameters [5] Sharing configurations affected by 

number of paying users 

Spectrum sharing  Coexistence of multi-operator and gateway core networks 

[57] 

No performance evaluation 

Slicing Spectrum slicing Integer linear programming-Min. BW blocking rate [6] 68% increment in bandwidth blocking 

rate 

Infrastructure slicing OpenFlow for cross-layer infrastructure virtualization [59] Capability of manipulating 

virtualization behavior independently 

Network slicing Strategy to find VNF, resources for slicing [61] No performance evaluation 

Flow-level slicing Social welfare maximization problem [62] Energy efficient slicing 

Network function 

virtualization 

Forward graph embedding Allocate resources using integer linear programming [63] Feasible VNF despite its complexity 

Software defined 

networking 

Network function virtual. Deep RL to manage virtual network data flows [65] Goal is met on average in 183 

episodes 

Service chaining Network function virtual.  Virtual functions across network domains using SDN [66] Low latency and self-adaptive 

 

(a) 

(b) 

Fig. 5: Blockchain architectures: (a) Regular, (b) Irregular (IOTA). 
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5.2. Transactions 

A given peer node can commence a blockchain 

transaction/recording, which is subsequently sent to all 

network peers and secured by putting to use the sender's 

secret key. A consensus strategy will commence once each 

peer puts to use the non-secret key to validate the 

transaction/recording. Block generators should embroil in 

consensus/assent by combining the transaction/recording 

within a block, which is subsequently sent to the distributed 

ledger network and pitched in by each peer node in the 

distributed ledger network posterior to block validation [67]. 

5.3. Blockchain cryptography 

To secure the integrity of recordings/transactions in the 

blockchain, a hashing method is put into use to dispense 

constant-size hash digests with lesser collisions [11]. 

Putting into use a computer-generated signature, key pair 

cryptography incorporating an asymmetric cryptographic key 

duet is put into use to validate recordings/transactions. For the 

purpose of intensifying the isolation of data, it's equally 

feasible to put it into use to encode blockchain 

recordings/transactions [10]. 

In the interest of validating recordings'/transactions’ 

accuracy, zero-knowledge proofs are put into use, concealing 

the identity-related data of recordings/transactions, 

intensifying isolation, and hindering the sending of 

confidential data [68]. 

Quantum-safe cryptography puts into use competent 

cryptographic techniques that are buffered from attacks from 

quantum machines, such as SIKE, Kyber, and so on [12]. 

5.4. Consensus/Universal Assent 

Blockchain consensus puts widespread universal assent 

into use to generate and validate fresh blocks, securing the 

integrity of the distributed ledger.  

In vote-established universal assent, data is sent out and 

brought in within the network peers as they collaborate 

closely to validate blocks. The beloved choice vote-

established universal assent technique put into use, PBFT, in 

the course of which a chief combines recordings/transactions 

within a block, sends it, and peer nodes resend it to validate 

the block brought in through the agency of the parent, is the 

same [13]. If every given peer got the same reproduction of a 

fresh block through the agency of going past the two-thirds 

majority of the network's peers, the block would become 

combined with the distributed ledger. 

Proof-established universal assent requires peers to 

dispense compelling support because they are vitally 

compensated for combining a fresh block into the distributed 

ledger. The most widespread proof-established universal 

assent technique is named proof-of-work, which demands a 

peer execute tasks by tackling a complex problem for the 

purpose of securing its faithfulness [69]. However, this 

approach is more energy-consuming. 

 

 

6. BLOCKCHAIN-ESTABLISHED NETWORK 

VIRTUALIZATION 

6.1. Construct 

Grounded in this documentary analysis, the blockchain-

established network virtualization construct can be 

segmented into the succeeding 5 segments. 

• C1 --Act as a broker/manager for slicing, NFV, etc. Ex: 

Blockchain and SCs can act as auditors or orchestrators 

in network/infrastructure/spectrum slicing, NFV, etc. 

• C2 -- Secure storage of data, preserving privacy by 

engaging cryptographic techniques, and improving 

loyalty by preventing security attacks such as double 

spending attacks, etc. Ex: Virtual network embedding, 

allocating resources established on high credibility, etc. 

• C3 -- Providing service level agreements, auction 

algorithms for resource trading, mechanisms to deal with 

own transactions, etc., engaging blockchain and SCs. 

• C4 -- Dedicated distributed consensus to reach 

agreement for network virtualization among multiple 

parties, reducing security attacks. Ex: proof-of-strategy 

reducing administrative expenses, consensus with 

dynamic tip selection, learning algorithms for resource 

sharing, etc. 

• C5 -- Blockchain-established access control for network 

virtualization. 

Fig. 6 illustrates the construct of network virtualization 

utilizing blockchain. 

6.2. Review on Existing Frameworks for Network 

Virtualization Utilizing Blockchain 

6.2.1. Blockchain established spectrum sharing 

An incentive-provider, privacy-preserving blockchain 

has been engaged for efficient spectrum sharing in 5G mobile 

networks, which has two stages: in the first stage, human-to-

human users enter into a contract in conjunction with the base 

station to receive payments considering the contribution, and 

in the second stage, spectrum is allocated to machine-to-

machine users [70]. Preventing the spectrum allocation 

process from singular vulnerability, work in [22] proposes a 

distributed citizens broadband radio service for 6G mobile 

networks established on blockchain, engaging a ring 

signature technique for privacy protection and a new proof-

of-strategy consensus that is able to allocate spectrum, 

reducing administrative expenses. In cognitive radio-

established internet of battlefield things networks, ProBLeSS 

is a blockchain-established framework for secure sharing of 

spectrum sensing information amidst secondary user 

equipment in order to make collaborative spectrum sharing 

judgments. It engages a protocol known as proactive 

blockchain-established spectrum sharing (ProBLeSS) in 

order to engage blockchain to counter-attack SSDF attacks 

using a novel consensus algorithm and SCs to validate
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Fig. 6: Construct of network virtualization utilizing blockchain. 

 

spectrum data [71]. In large-scale 6G-enabled IoT networks, 

a directed acyclic graph blockchain has been engaged for user 

autonomy spectrum sharing, providing a scalable solution 

where the swarm intelligence of users achieves convergence 

in blockchain consensus and a dynamic tip selection strategy 

to improve universal utility pertaining to the demand and 

supply of spectrum where the ring signature is integrated to 

improve the privacy of the spectrum sharing process [23]. In 

a blockchain-established spectrum sharing system engaged in 

a 5G-enabled IoT dense network where users can efficiently 

share spectrum using SCs, a game theoretic approach along 

with a tit-for-tat technique has been engaged to obtain 

corporation from non-cooperating users [72]. Alternatively, a 

blockchain-established dynamic spectrum sharing scheme for 

IoT considers privacy and transaction dynamical behavior by 

using a SC-implemented double auction technique 

considering differential privacy to remunerate spectrum 

sharing and considering time-varying valuations where a 

DRL technique is engaged to determine the winner of the 

auction game [73]. In a multiple mobile network operator 

wireless communication environment, Hyperledger fabric 

blockchain is utilized for recording spectrum allocation using 

SCs, where a multi-chief multi-disciple Stackelberg game is 

engaged to solve optimal spectrum pricing and buying 

strategies for spectrum sharing [74]. Similarly, MOSS is 

another multi-operator spectrum sharing platform that uses 

SCs engaged on permissioned blockchain to implement 

spectrum trading among multiple operators, enabling trustful 

spectrum sharing with a punishment technique for malicious 

operators [21]. 

6.2.2. Blockchain established infrastructure sharing 

A blockchain network is engaged in 5G small cell 

networks where blockchain provides a distributed home 

subscriber server in which core networks of different 

operators can utilize HSS in a secure approach and SCs are 

engaged to provide self-organizing network features in order 

to cope with own-transactions among mobile operators as a 

tribute for sharing small cell infrastructure [75]. BEAT is a 

permissioned blockchain-established trustworthy and honest 

infrastructure sharing framework for 6G and surpassing 6G 

mobile networks, providing accountability and transparency 

parameters where infrastructure is shared among providers 

having device-level accountability and SCs initializing 

service-level agreements [76].  

6.2.3. Blockchain established virtual private network 

In a blockchain-established framework for access control 

in large-scale inter-organizational IoT networks, IoT devices 

attached to various organizations but corporate with each 

other are included in the same VPN for optimizing time and 
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resources for access control using the blockchain in a per-

VPN approach [25]. 

6.2.4. Blockchain established software-defined virtual 

networks 

Virtual Network Embedding (VNE): efficient allocation 

and implementation of virtual network requests using a 

blockchain-established VNE algorithm has shown high fault 

tolerance performance in software-defined virtual networks 

[19]. A three-layered consortium blockchain with a joint 

proof-of-stake and a modified version of PBFT consensus 

along with a vehicle trust value prediction approach is 

engaged to allocate more resources to high-credibility 

vehicles of a software-defined virtual network, where the 

multipath mapping task of the virtual network is converted to 

a flow problem involving multiple commodities in order to 

improve resource allocation efficiency [24]. A framework 

integrating SDN, edge computing, and blockchain technology 

for achieving efficient and secure wireless network 

virtualization where SDN enables network programming, 

edge computing enables user signal processing at base 

stations with low delay, and blockchain allows to halt the 

double-spending attack of reserving the same physical 

wireless resource to multiple virtual networks [18]. Software-

defined IoT management virtual resources that support multi-

tenancy can be hosted on edge devices where permissioned 

blockchain is engaged to securely distribute code and act as 

storage, which has resulted in low delay performance [77]. 

6.2.5. Blockchain established elastic network 

Blockchain has been engaged to receive and process 

device-to-device vehicular transactions, where a categorized 

and chiefless consensus approach is engaged to decrease 

communication burden and improve scalability, and 

Lyapunov optimization is engaged for elastic resource 

allocation of the vehicular network in order to achieve high 

throughput [78]. 

6.2.6. Blockchain established spectrum slicing 

In cyber-physical social systems engaging wireless 

communication, SCs on blockchain have been used for 

spectrum management, where the spectrum of a local cell is 

sliced into multiple channels and each channel is allocated a 

blockchain, and then using a KM protocol for transaction 

processing, where users mine or lease to access spectrum 

[17]. Bloc6Tel is a blockchain-integrated, secure, and trusted 

6G spectrum allocation framework among telecom providers, 

where a blockchain-established auction algorithm engaged 

using SCs allocates the sliced spectrums, while telecom 

providers act as bidders and government authorities as 

auctioneers [20]. STBC is a spectrum trading platform for 

trading multiple sliced spectra among virtual networks in an 

efficient and secure manner using blockchain, which has a 

consensus mechanism to tolerate up to 33% of malicious 

nodes and sharding to improve the blockchain efficiency, 

which can prevent DDoS attacks using anonymous 

transactions [79]. Similarly, another blockchain-supported 

spectrum trading platform for elastic virtual optical networks, 

which trades different sliced spectrums established on the 

capacity requirements of virtual networks, where a virtual 

network with unutilized spectra can trade away the unused 

spectra and be rewarded with credits, while blockchain 

ensures the trustworthiness of the trading records, has been 

studied in [80]. For a wireless network operated by multiple 

virtual network operators, a decentralized blockchain-enabled 

spectrum acquisition system to dynamically acquire the 

downlink spectrum by minimizing the total transmit power 

while fulfilling the average transmission rate thresholds has 

been effective by automatically achieving spectrum 

acquisition, charging, and authorization with the aid of SCs 

[81]. 

6.2.7. Blockchain established infrastructure slicing 

An infrastructure slicing framework for providing virtual 

network functions by creating network slices and engaging 

blockchain to provide auditability and orchestration 

operations of sliced infrastructure while guaranteeing privacy 

and isolation of slices has been suggested in [16]. In [82], SCs 

on consortium blockchain are engaged for safe resource 

slicing and trading amidst mobile virtual network operators in 

a 5G radio access network, where the incentive mechanism is 

formulated as a two-stage Stackelberg game and its 

equilibrium is achieved through a duelling deep Q network. 

6.2.8. Blockchain established network slicing 

DBNS is a scheme that enables distributed network 

slicing, which provides the opportunity for service and 

resource suppliers to lease resources dynamically to provide 

good performance for the services. It has a global service 

positioning component to provide admission control and 

dynamic resource assignment using a bidding system founded 

on blockchain [83]. In [15], blockchain is engaged as a secure 

network slice broker to provide a factory as a service that 

allows coordination of slice and security service level 

agreement managers to provide distributed network services 

for allocating resources using a federated slice selection 

algorithm with a Stackelberg game approach, where optimal 

prices are computed using DRL. Similarly, NSBchain is 

another blockchain-established network slicing brokerage 

framework that addresses new business models’ requirements 

by defining an intermediate broker, allowing infrastructure 

suppliers to assign network assets to intermediate brokers 

with the aid of SCs and intermediate brokers to assign and 

distribute resources between tenants [84]. A hierarchical 

framework engages a consortium blockchain for spectrum 

trading amidst infrastructure suppliers acting as providers and 

mobile virtual network operators acting as buyers to create 

network slices and subsequent slice adjustment by 

considering underloaded and overloaded mobile virtual 

network operators, where incentive maximization by demand 

and pricing prediction is achieved using a 3-stage Stackelberg 

game whose equilibrium is realized using DRL [85]. BENS 

is a network slicing scheme using blockchain consensus that 

implements a leaning established algorithm that deals with 

the allocation of spectrum with proper primary user and 

secondary user interactions, minimizing 5G service provider 

costs, and providing the opportunity for resource providers to 

contract resources dynamically [86]. For service guarantee in 

inter-domain network slicing, SCs on blockchain are engaged 

to manage the lifecycle of service level agreements from 

service negotiation to decommissioning, using an artificial 

intelligence-driven closed loop to monitor exchanged 

services and predict service level agreement violations to 

activate mitigation actions [87]. A latency aware and user 

equipment state-established network slice allocation is 

realized in a transparent and secure manner for 5G mobile 
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Table 3: Interpretation of Blockchain-established network virtualization frameworks. 

Virtualization 

technique 

Stratagem BC 

construct 

Blockchain 

arrangement 

Blockchain 

consensus 

Blockchain 

division 

Virtual 

technology 

Network 

division 

Performance 

Spectrum 

sharing 

 B-ESSS [70] C2  Regular  PoW  Consortium  Overlay  5G  Secure, efficient spectrum sharing, 

high throughput 

 BEDSS [22] C4  Regular  PoStrategy  Generic  Overlay  6G  Prevent SPoF, good system utility 

ProBLeSS [71] C3, C4 Regular  PCA  Generic  Overlay  IoBT  Reduced CU-2.74%, Increased 

BR:8.3%, SD:5.5% 

DAG-EUA [23] C4  Irregular  DTS  Generic  Overlay  6G-IoT  10% enhancement in global utility 

GTAB-BSS [72] C3  Regular  Generic  Generic  Overlay  5G-IoT  Improve spectrum sharing by 55.1% 

WDP-DRL [73] C3  Regular  PoW  Consortium  Overlay  IoT  Satisfy differential privacy, 

rationality, truthfulness 

MODSS [74] C3  Regular  PBFT, RAFT, 

Kafka  

Consortium  Overlay  Wireless  Average latency increases with 

participants 

MOSS [21]  C3 Regular  PBFT  Permissioned  Overlay  Wireless  High privacy, openness, and fairness 

Infrastructure 

sharing 

B-IS [75] C5  Regular  dBFT  Consortium  Overlay  5G-SC  No performance evaluation 

BEAT [76] C3  Regular  PoAuthority  Permissioned  Overlay  6G  Low overhead processing time 

Virtual private 

network 

VPNB-DAC [25] C5  Regular  Generic  Generic  VPN  IoT  Secure, decentralized, scalable access 

control 

Software-

defined 

networking 

 B-BVNE [19] C2  Regular  Generic   Generic APN,    

overlay, 

elastic   

SDVN  High fault-tolerant performance 

CB-BSSDN [24] C4  Regular  PoS + PBFT  Consortium  APN,   

overlay, 

elastic 

SDVN  Better safety, LB, low consensus 

time 

SDN-EC-BC 

[18] 

C2  Regular  Generic  Generic  APN,   

overlay, 

elastic 

Wireless  Increased trust, throughput, 

transparency 

V-IoT-EH [77] C2  Regular  PBFT  Permissioned  APN,   

overlay, 

elastic 

SD-IoT  Permissioned BC can store virtual 

resource state data 

Elastic 

network  

ERA-D2D [78] C2  Regular  Grouped and 

leaderless  

Generic  Elastic  Vehicular  Low communication overhead 

Spectrum 

slicing 

BBDSA-CPSS 

[17] 

C3  Regular  PoS + PoW  Private  Elastic  Cyber-

physical 

High security, prevent SPF 

Bloc6Tel [20] C3  Regular  Generic  Generic  Elastic  6G  Better resource utilization, request 

overhead, fairness 

STBC [79] C4  Regular  Custom  Generic  Elastic  5G-IoT  Prevent double spending, DDoS, 

30% better spectrum utilization 

B-AST [80] C4  Regular  PoContribution  Generic  Elastic  Optical  Improves network capacity 

utilization, QoS 

DB-BDSA [81] C3  Regular  PBFT, Raft  Permissioned  Elastic  Wireless  Similar minimum sum power for 

spectrum allocation 

Infrastructure 

slicing 

ISIVF-B [16] C1  Regular  BFT  Consortium  Overlay  Generic  Secure, but consensus is challenging 

B-RTDRL [82] C3  Regular  PBFT  Consortium  Overlay  5G  Reduce double spending attack by 

12% 

Network 

slicing 

DBNS [83] C3  Regular  Generic  Private  Overlay 5G  Improved throughput, acceptable 

average delay 

SNSB [15] C1  Regular  PBFT  Public/ 

consortium  

Overlay  5G  High success rate, low mean 

federated slice cost 

NSBchain [84] C1  Regular  Kafka/Raft  Consortium  Overlay  5G  Good throughput, SR collision 

increases with variance 

CB-STNS [85] C3  Regular  Generic  Consortium  Overlay  5G  Utility is maximized, fair, secure 

BENS [86] C4  Regular  Custom  Private  Overlay  5G  High energy efficiency, overall 

system throughput 

B-ZTSA [87] C1  Regular  Default Corda  Permissioned  Overlay  5G  Predict dynamics in service demand 

accurately 

NS-5G [88] C3  Regular  PoAuthority  Generic  Overlay  5G  Improved transparency and 

efficiency of resource handling 

B-SLAAS [89] C3  Regular  PoW  Public  Overlay  5G  Low encryption time, gas 

consumption 

SliceBlock [90]  C2 Irregular   PoSpace  Generic  Overlay  6G  Secure and scalable network slicing 

Network 

function 

virtualization 

NFV-MANO 

[91] 

C4  Regular  Custom  Generic  Overlay  IoV  Lower loss and high reward 

BE-SLA [92] C3  Regular  PoW  Private  Overlay  Edge  Less time required for SLA, 

validation time increases with 

transactions, nodes 

B-NFV-MEC 

[93] 

C4  Regular  Custom  Generic  Overlay  Mobile 

edge 

cloud  

Low latency and operational cost in 

resource allocation 

B-NFV-ASC 

[94] 

C3  Regular  Generic  Public  Overlay Cloud  Throughput up to 20% 
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BRAIN [95] C3  Regular  PoW  Public  Overlay Generic  Feasible, consume additional fees, 

time 

NFV-B5G [96] C2  Regular  Generic  Generic  Overlay 5G  Latency increases with nodes, arrival 

rate 

CMM-NFV [97] C1  Regular  PBFT  Generic  Overlay  Generic  Total data, consensus time increase 

with BC modules 

Service 

chaining 

SCS-B [98] C3  Regular  PoW  Private  Overlay, 

APN,     

elastic  

SDN  28.7% saving in retrieval time 

 

network slicing using blockchain in order to improve resource 

handling operation efficiency [88]. Blockchain is engaged to 

store service parameters securely using an encryption 

algorithm (trapdoor order-revealing) to preserve privacy, 

where SCs are engaged to audit the network slicing-service 

level agreements and activate punishments automatically 

when violating such agreements [89]. SliceBlock utilizes 

generative adversarial networks for network slicing, 

considering slice capacity, QoS demands, etc., where an 

irregular blockchain with proof-of-space consensus is 

engaged per slice in 6G network function virtualization 

environments for ensuring the security and privacy of 

transactions in each slice [90]. 

6.2.9. Blockchain established Network function 

virtualization 

Blockchain has been engaged in reaching distributed 

consensus between various administration and orchestration 

systems for network function virtualization, in which mobile 

edge computing is engaged to handle blockchain 

computations where node, administration and orchestration 

system, and edge server selection are formulated as a problem 

and solved using DRL [91]. In edge-established network 

function virtualization, in order to provide trusted service 

level agreements among the infrastructure provider and edge 

device owner, SCs engaged on a private blockchain have been 

engaged, replacing trustless centralized authority [92]. 

Similarly, for the mobile edge cloud paradigm for distributed 

network function virtualization under multiple management 

and orchestration systems, blockchain has been engaged to 

reach consensus among such systems along with an 

optimization approach to resource allocation considering 

service latency and operational cost [93]. Alternatively, 

network function virtualization has been engaged to virtualize 

the work of the blockchain using the autonomous operation 

of SCs among virtual nodes established on cloud computing, 

where transactions among the virtual nodes occur smoothly 

through the blockchain [94]. BRAIN is a blockchain 

established reverse auction mechanism where infrastructure 

providers compete to supply network function virtualization 

considering the demands of specific end users, which enables 

the monetization of network function virtualization and 

reduces the costs associated with it [95]. Blockchain has been 

engaged to dynamically share spectrum resources among 

industry applications that use network function virtualization 

gadgets while reaching extremely reliable low-latency 

communication requirements in 5G and beyond mobile 

networks [96]. Blockchain has been effective in secure 

administration, setup, and migration of virtual network 

functions by providing a robust framework for storing 

configuration updates in an immutable manner and providing 

anonymity for virtual network functions and tenants [97]. 

6.2.10. Blockchain established service chaining 

Blockchain has been engaged to ensure the reliability and 

traceability of service chaining data in software-defined 

networking, where bloom filters and SCs are engaged to 

improve the retrieval efficiency from blockchain [98]. 

7. REVIEW INTERPRETATION 

7.1. Interpretation of Each System 

Table 3 illustrates the complete interpretation of each 

blockchain-established network virtualization framework in 

relation to blockchain-related parameters, network 

virtualization parameters, techniques, network-related 

parameters, etc. 

7.2. Overall Interpretation 

Fig. 7 chart-wise illustrates the overall allocation of BC-

established network virtualization frameworks deliberated 

within this work. 

As illustrated in Fig. 7a, the most prevalent blockchain-

established network virtualization concept is held by C3 

(45%), followed by C4 (22.5%), C2 (17.5%), C1 (12.5%), 

and C5 (5%). Thus, operating blockchain and SCs for 

providing service level agreements, auction algorithms for 

resource trading, and similar items in network virtualization 

are most prominent in existing literature, while blockchain-

established access control for network virtualization is scarce. 

Moreover, as illustrated in Fig. 7b, 95% of blockchain-

established network virtualization frameworks engage 

regular blockchain architecture, while only 5% use irregular 

blockchain. As illustrated in Fig. 7c, 22.5% of BC-established 

network virtualization frameworks do not emphasize a 

definitive universal assent technique apart from the remaining 

frameworks, where PoW (15%) is the most prevalent 

universal assent approach, followed by PBFT (12.5%), 

customized universal assent, PoAuthority, PoSpace, and so 

on. Furthermore, as illustrated in Fig. 7d, overlay networks 

are the most prevalent network virtualization technology 

(80%) used in the blockchain-established network 

virtualization frameworks reviewed, followed by elastic 

networks (27.5%), APN (12.5%), and VPN (2.5%). 

Additionally, as illustrated in Fig. 7e, BC-established network 

virtualization has been applied mostly to 5G networks 

(27.5%), followed by generic wireless networks, 6G, generic 

networks, IoT, 5G-IoT, SDVN, and so on. Finally, by looking 

at Fig. 7f, it is evident that the BC-established network 

virtualization concept was kickstarted in 2016 and eventually 

reached the highest level of concept proposals in 2020, then 

gradually contracted in publication volume afterwards.  

As per the review, advantages such as enhanced privacy 

[70], reduced administrative expenses [22], prevention of 

SSDF attacks [71], high openness and fairness [21], high fault  
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(a) (b) 

(c) (d) 

(e) (f) 

Fig. 7: Overall interpretation (a) BC-established virtualization construct, (b) BC form, (c) BC universal assent, (d) NV 

technology, (e) Network form, and (f) Instance of publication. 

 

tolerance [19], prevention of SPF [17], better resource 

utilization [20], prevention of double spending and DDoS 

attacks [79], etc. exist in blockchain-established NV 

compared to traditional NV. 

However, from the review, we can also highlight 

drawbacks like latency increment with participants [74], 

challenging consensus [16], consuming additional fees [95], 

latency increment with arrival rate [96], consensus time 

increment [97], etc. Some possibilities and obstacles are 

discussed in the following subsection.  

As a summary, we can specify incentive-based spectrum 

sharing [70], ring signature technique and a new proof-of-

strategy consensus [22], blockchain-established spectrum 

sharing (ProBLeSS) protocol [71], dynamic tip selection 

strategy [23], a game theoretic approach along with a tit-for-

tat technique [72], DRL and double auction technique [73], 

Stackelberg game [74, 82, 15, 85], punishment technique 

[21], HSS [75], service level agreements [76, 87, 89, 92], 

access control [25], VNE [19], joint consensus and trust 

prediction [24], SDN and edge computing [18, 77], Lyapunov 

optimization [78], KM-protocol [17], auction algorithm [20], 

spectrum trading [79, 80], spectrum acquisition [81], BC-

based infrastructure slicing [16], bidding system [83], slicing 

brokerage [84], slice allocation [88], leaning established 

algorithm [86], generative adversarial networks [90], DRL 

[15, 73, 85, 91], consensus and optimization [93], smart 

contracts [94], reverse auctioning [95], NFV [96, 97], and 

SDN and bloom filter [98], as algorithms, protocols, or 

technologies utilized for BC-established NV discussed 

in this interpretation.  
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8. DISCUSSION 

8.1. Possibilities 

8.1.1. Compatibility with resource trading platforms 

Slicing and sharing operations in network virtualization can 

involve resources such as infrastructure and spectrum trading, 

where these resources are traded established on a pricing 

scheme. Blockchain is readily integrable with such platforms 

to trade resources among InPs and MVNOs as buyers, 

considering the load of the operators. In these systems, game 

theory is utilized for modelling interactions and deciding the 

optimum incentive scheme. Blockchains go hand in hand 

with resource trading frameworks, as blockchains support 

securely performing resource trading transactions 

automatically using SCs and consensus approaches with 

punishment techniques for malicious users using incentives 

decided using game theory for trading transactions. 

8.1.2. Preventing central node of collapse 

In a centralized architecture of networking, typically a 

centralized authority is responsible for making decisions 

related to network virtualization, such as spectrum allocation, 

such that these systems are vulnerable to the central node 

collapsing. However, in blockchain-integrated network 

virtualization, it is free from the central node of collapse, as 

the approach of blockchain is decentralized and collaborative 

network virtualization involving multiple parties, such as 

InPs and MVNOs, in decision-making. Thus, even if the 

activity of one party is broken due to failure, the network 

virtualization system can perform normally as it is not relying 

on a centralized authority. For instance, if blockchain is 

applied to traditionally centralized networks such as 

software-defined, NFV-driven underwater networks [99], it 

has the capability to reduce the drawbacks of central node 

collapse. 

8.1.3. Improves the privacy and trustfulness 

One of the main purposes of engaging blockchains for 

network virtualization is to improve the privacy and 

trustfulness of the process. In particular, blockchains use 

pseudonymous cryptographic addresses, making transactions 

partially private, whose privacy can be further improved by 

using cryptographic algorithms and privacy-aware SCs [100]. 

Moreover, blockchains provide a trustful environment for 

virtualizing the network due to the immutable nature of 

blockchain transactions, and untrusted devices can be 

identified using consensus approaches to remove them from 

network operation. For instance, in an NFV instance of data 

collection in SDN, blockchain can be effectively utilized to 

improve data collection security and privacy [101]. 

Furthermore, it can monitor the network devices to provide a 

trust value for each node to facilitate trust-value established 

resource allocation in network virtualization. Additionally, 

SCs can be engaged to provide trusted service level 

agreements among the infrastructure providers and device 

owners to implement a trust-established resource allocation 

scheme. 

8.1.4. Provides opportunity for common agreement among 

multiple parties 

Network virtualization involves network slicing and 

sharing operations with the involvement of multiple resource 

providers and resource requestors [102]. In conventional 

network virtualization, it is challenging to come to a common 

agreement during network virtualization-related decisions. 

However, blockchain provides a handy framework to come to 

a common agreement thanks to its distributed consensus 

approach. These consensus approaches can additionally 

consider factors such as reducing administrative expenses, 

improving the global utility of demand and supply, reducing 

communication overhead, etc. while reaching agreement 

among multiple parties and being tolerated to a certain degree 

of malicious devices as decided by the consensus algorithm.  

8.1.5. Efficient resource management 

Blockchain-established network virtualization 

techniques bestow a platform for efficient resource allocation. 

For instance, in knowledge-defined networks, NFV can be 

utilized with the aid of machine learning techniques to 

manage network resources efficiently while achieving the 

desired network functions [103]. In these virtual networks, 

blockchains can improve the security of resource 

management. In these scenarios, efficiency is yielded as a 

result of sharing or slicing the same physical infrastructure 

among multiple virtual networks. The performance impact of 

engaging blockchain for security can be reduced by using 

energy-efficient blockchain implementations [104] such that 

the efficiency achieved for resource utilization by network 

virtualization is not degraded by blockchain. It includes using 

sharding techniques for blockchains [105], getting the support 

of edge computing to lower latency [106], etc. to improve the 

efficiency of blockchains. 

8.2. Obstacles 

8.2.1. High complexity and cost 

When a new transaction is appended to the blockchain, it 

is only validated by the peers after several sessions of peer-

to-peer broadcasts of the transaction and upon majority 

validation using a consensus approach [107]. Thus, when 

network virtualization is established on a blockchain network, 

the distributed approach for network virtualization 

transactions such as resource allocation data, virtual network 

embedding, etc., can cause additional complexity in the 

system compared to traditional network virtualization. 

Moreover, in order to engage blockchain, additional 

computation, memory, and communication resources will be 

required, which will elevate the total cost of the network 

virtualization process. Furthermore, as data analysis and 

decision-making are core processes in virtual networks, 

knowledge generation models like machine learning [108] 

can further make the system even more complex. 

8.2.2. Majority attacks and SC vulnerabilities 

Even though blockchain is secure under a smaller 

fraction of malicious devices, it can be vulnerable under a 

majority of malicious devices. This attack is known as the 

51% vulnerability of the blockchain, where a majority of 

malicious devices can validate a malicious transaction in the 

blockchain [109]. In such a scenario, the security of the 

blockchain-established network virtualization process is 

compromised, and virtualization operations such as network 

slicing can be unfair and biased to the malicious users of the 

network. Moreover, SCs can be vulnerable if their code is not 

verified under all conditions. If SC code is not written without 
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errors, attackers may gain control over the blockchain upon 

execution of the SCs, putting the total process of network 

virtualization in danger. 

8.2.3. Performance degradation in real-time network 

virtualization 

Spectrum, infrastructure, and network slicing and 

sharing operations in network virtualization typically require 

making decisions in real-time relying on different types of 

data, such as spectrum allocation data, service provider 

availability and load, network latency, user equipment state, 

etc. [110]. However, blockchain networks may introduce an 

additional delay because of the distributed consensus process, 

and this delay will elevate with the rise in network extent. 

Therefore, the engagement of blockchain in securing the 

process of network virtualization will be challenging, as it 

may reduce the capability of making timely network 

virtualization decisions because of additional delays 

introduced in the blockchain network.  

8.2.4. Low scalability in storage and transaction processing 

When the network extent related to the network 

virtualization task is large, blockchains may struggle to 

perform efficiently, as in a low-size network, the storage 

requirements and transactions required to process them 

elevates rapidly with the network extent. So, the total 

throughput and efficiency of blockchain transactions will 

degrade with the rise of network extent, making it challenging 

to perform network virtualization operations such as slicing 

and resource allocation in real-time.  

8.2.5. Lack of standardizations and maturity 

Blockchain-established network virtualization is an 

emerging concept that has not yet been standardized to the 

best of our knowledge. This field is still evolving, so different 

researchers have recommended different realizations of 

blockchain-established solutions for achieving different 

network virtualization tasks. This lack of maturity can be 

stated as a challenge in the industrial implementation of 

blockchain-established network virtualization techniques, as 

it can be hard to find the best blockchain platform suitable for 

a given problem of network virtualization.  

 

8.2.6 Implementation difficulties 

As reviewed in this interpretation, blockchain-established NV 

has difficulties in scalability where there can be performance 

bottlenecks like latency being increased beyond an acceptable 

level when the number of nodes or blockchain modules 

increases [96, 97]. Moreover, as blockchain-established NV 

is still a less matured research domain, there exists a 

deficiency in industry standards to implement the system. 

Different networks may implement different blockchain 

systems from diverse vendors and diverse networking 

elements, which can act as a barrier for these systems to be 

compatible with each other and become interoperable. 

Moreover, as regulations for blockchains are still in the 

process of formulation, when practically implementing a 

blockchain-established NV instance, there can be regulatory 

challenges as well.  

9. CONCLUSION, SUGGESTIONS, AND PROSPECTIVE 

PATHS 

In this interpretation, we first denoted a compendium of 

network virtualization, denoting technologies, the business 

model, architectural principles, and characteristics. Next, the 

core concepts of network virtualization were briefly 

introduced. Following a concise prelude to the distributed 

ledger framework, we interpreted current frameworks of 

blockchain-established network virtualization under different 

virtualization techniques and concepts. Grounded in this 

documentary analysis, we identified 5 segments of the 

blockchain-established network virtualization construct: 

blockchain as a broker/manager for slicing, secure storage of 

data for network virtualization, SCs-established service level 

agreements, auction algorithms, etc., consensus approaches 

for network virtualization, and blockchain-established access 

control for network virtualization. Thereafter, we completely 

interpreted these frameworks in relation to network 

virtualization, blockchain features, and the blockchain-

established network virtualization concept to examine 

directions and chasms. Finally, we deliberated the 

possibilities and obstacles of blockchain-established network 

virtualization.  

This piece of work provides beneficial knowledge for 

current literature by providing state-of-the art blockchain-

established frameworks for network virtualization along with 

a complete interpretation. Applying this examination, 

someone can instantly examine directions and chasms in 

blockchain-established network virtualization and also 

formulate anticipated time research, established on 

suggestions provided for the examined obstacles. Thus, 

forthcoming academicians can benefit from the complete 

interpretation and deliberation by getting insight into current 

works and examining where improvements are required. 

Based on the detected obstacles, succeeding suggestions 

can be offered to mitigate them. 

• Even though the infrastructure cost of transitioning from 

conventional network virtualization to blockchain-

established virtualization is unavoidable, the operational 

cost and complexity can be reduced in several ways. First, 

SCs can be optimized for minimizing computations. In 

cases where blockchain-established authentication is 

engaged, lightweight authentication approaches using low 

computationally intensive cryptographic algorithms can be 

engaged for authentication during network virtualization. 

Moreover, administrative cost-reducing consensus 

approaches, for instance, proof-of-strategy, can be 

engaged. 

• The 51% vulnerability of blockchain can be resisted by 

using a consensus approach such as delegated proof-of-

stake instead of proof-of-work. Moreover, in the case of a 

51% attack, an emergency response plan can help minimize 

the impact of such an attack. Before engaging SCs, they 

must be thoroughly verified formally to prove that they are 

mathematically and functionally correct. Moreover, regular 

auditing must be carried out to check whether the SCs 

perform in the manner specified once they are engaged in 

the blockchain. 

• In the interest of satisfying the low latency and high 

throughput requirements of network slicing and sharing 
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operations, blockchains can engage several techniques. 

First, sharding can be engaged to partition the blockchain 

into a set of subsets, where each subset can execute 

transactions separately, enhancing the throughput. A major 

source of delay in blockchain networks is the consensus 

process; thus, a low-delay consensus approach such as 

proof-of-stake is more suitable for network virtualization 

than proof-of-work. Moreover, if possible, the resources of 

the communication network infrastructure can be 

upgraded, such as by increasing the bandwidth of the links 

to complete the consensus process in a short amount of 

time. 

• In the interest of overcoming the issues with scalability for 

transaction processing, network managers can engage an 

irregular blockchain that has a higher scalability because of 

its parallel processing capacity. As a solution to the 

scalability issue of storage, off-chain storage can be 

supplemented with the blockchain, where less critical 

network virtualization data can be recorded off-chain. 

Alternatively, data can be recorded off-chain, which has the 

hash digest of the data recorded in blockchain to verify its 

validity, providing a scalable solution for secure data 

storage. 

• In the interest of overcoming the lack of maturity for 

blockchain-established network virtualization, when 

selecting a blockchain framework for a given network 

virtualization task, one will have to refer to existing 

research work to select the type of blockchain, consensus 

approach, incentive mechanism, etc. because of the 

unavailability of industry standardizations. In the case that 

the existing literature does not provide satisfactory 

knowledge on the performance of combinations of the 

blockchain platform and network virtualization approach 

for a given network scenario, one can do a performance 

evaluation and select the best combination after inspecting 

the evaluation results. 

Blockchains can be engaged to secure the integrity, 

privacy, authenticity, and trustfulness of different network 

virtualization processes, such as 

spectrum/infrastructure/network slicing/sharing. 

Forthcoming research amidst blockchain-established network 

virtualization may entangle developing standardizations for 

blockchain and network virtualization approach 

combinations. Furthermore, forthcoming work can probe the 

impact of quantum computing for authentication related to 

blockchain-established network virtualization. 
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Abstract: The dominant measures taken in distribution networks to solve the voltage instability problem include feeder 

reconfiguration techniques, allocation of capacitor banks, use of tap changers, etc. However, these traditional methods 

suffer from numerous issues. Many studies have been carried out to solve these problems in recent years. Compared with 

traditional methods, reactive power control (RPC) of photovoltaic (PV) inverters does not require additional investment, 

and given that PV inverters often function at a capacity below their rated value, the excess capacity can be utilized to 

assist in supplying reactive power to the grid. However, achieving voltage regulation in imbalanced distribution networks 

via RPC is a complex issue. Hence, the primary objective of this work is to utilize the reactive power capacity of 

photovoltaic inverters to achieve decentralized regulation of the effective voltage of the network using a consensus 

algorithm and a PID controller in two stages. 

Keywords: Distributed generation sources, consensus algorithm, unbalanced four-wire distribution network, PID voltage 

control. 
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1. INTRODUCTION 

1.1. Problem Statement and Motivation 

In the field of electricity generation and reduction of air 

and environment pollution, the use of distributed generation 

sources (DGs) has been given much attention in recent years. 

In this regard, the restructuring of power systems and a 

competitive electricity market have been established. In fact, 

the connection of micro-resources with a capacity of several 

hundred kilowatts to low-voltage networks enhances the 

reliability of consumers and reduces the costs of investment 

and expansion of transmission networks [1]. With the ever-

increasing expansion of power system in the 20th century, 

centers of generation and consumption of electrical energy 

have been connected in meshed configurations. In these 

networks, the direction of power transfer was always from the 

generation centers to the consumer. The 21st century and the 

increasing need for energy resources at the global level 

provided the basis for the participation of consumers in the 

power system. This participation can be realized in three 

sectors: generation, storage, and management of electrical 

energy. The expansion of renewable energy sources, which 

both have a very low marginal cost and thus very high 

efficiency, leads to the reduction of air pollution. Also, the 

emergence of, which are mostly installed at the distribution 

level and on the consumer side, the discussion on stability and 

adaptability of the network has resulted in changes in the 

structure of power systems. The necessity of investment at the 

end of lifespan of the system and also investment to resolve 

the lines congestion by electricity market methods, along with 
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the progress made in the field of telecommunication systems 

that have significantly changed the speed of information 

transmission and significant progress in the field of 

information technology and the possibility of applying their 

economic utilization in power systems are among the factors 

that make it necessary to change the traditional integrated 

power system [1, 2]. 

1.2. Literature Review 

A study conducted by the World Energy Council has 

forecasted that the proportion of worldwide electricity 

production derived from renewable energy sources will rise 

from 23% in 2010 to approximately 34% by 2030. In an ideal 

power system, the voltage and frequency at every supply 

point remain consistent and devoid of harmonics. The three-

phase voltages and currents exhibit balance, with a power 

factor of unity. These qualities are unaffected by the size and 

characteristics of the loads. Regarding the voltage stability of 

distribution networks, many studies and methods have been 

proposed so far. For example, a distributed hierarchical 

control technique has been proposed to utilize the probable 

capacity of PV inverters in developing a distributed reactive 

power compensation plan for regulating voltage in balanced 

LV 3ph 4-wire distribution systems and deal with the 

problems of voltage fluctuations through the real-time 

adjustment of the reactive power injection or the consumption 

of fast-response PV inverters. 

So far, many methods have been carried out for optimal 

operation of distributed generation resources and voltage 

control in the distribution system. In most of these studies, 

centralized control methods have been adopted to address the 

optimization problem. For instance, the authors in [1] used 

the method of real-time prediction of reactive power injection 

into the network. BESS is regarded as a fusion of storage units 

and voltage source converter (VSC) that enables autonomous 

regulation of active and reactive power injection into the grid. 

[2]. In [3], the issue was initially defined as a convex 

quadratic optimization problem with linear constraints. 

Subsequently, a distributed accelerated dual descent (DADD) 

algorithm was introduced to address the optimization 

problem by employing the anticipated dual decomposition 

and accelerated gradient methodologies. 

In another study [4], the voltage regulation of distribution 

networks was considered by optimally regulating the reactive 

power of distributed energy sources (DER). The task is 

initially described as a convex quadratic optimization 

problem with linear constraints, using the linearized Dist. 

Flow model. Subsequently, a DADD algorithm was 

introduced to address the optimization problem by employing 

anticipated dual decomposition and accelerated gradient 

approaches. A method to control the voltage and ensure the 

security of reactive power reserve in steady-state mode was 

also proposed, especially since the static synchronous 

compensator (STATCOM) reference voltage is regulated to 

maintain the voltage in the sensitive buses according to the 

load variation. The proposed algorithm in this method 

includes two parts of the voltage control algorithm and the 

SVC reactive power reserve control algorithm. Once the 

reactive power reserve is terminated, the bus voltage 

deviation can be minimized by adjusting STATCOM 

reference voltage within the reactive power reserve range [4]. 

The proposed algorithm in [4] includes two parts: voltage 

control algorithm and SVC reactive power reserve control 

algorithm Reference [5] examined the most efficient method 

of compensating for active and reactive power in a power 

system under continuous loading conditions, utilizing a 

battery energy storage system (BESS). In order to achieve this 

objective, a voltage stability assessment model is utilized, 

which incorporates data regarding the flow of active and 

reactive power down the transmission line.  

Conversely, a comprehensive technique for controlling 

reactive power in PV inverters was suggested [5]. This 

method is categorized into four control modes based on 

weather and load conditions: normal operation control mode, 

reverse power control mode, cloud control mode, and night 

control mode. The four control modes alternate based on 

particular switching rules to ensure the precise quantity of 

reactive power is injected or consumed by the PV inverter. 

The impacts of four control types were statistically significant 

in isolated operations. The integrated control method resulted 

in a reduction of approximately 2% in the PCC voltage 

deviation from its standard value. Hence, the suggested 

control technique holds significant practical significance in 

enhancing power quality and optimizing the utilization of PV 

inverters. The proposal in [6] suggests a coordinated 

optimization of both active and reactive power of BESS in 

order to minimize power losses and voltage variations in the 

active distribution network (AND). Next, a tailored solution 

for this optimal problem is introduced, utilizing the particle 

swarm algorithm. Reference [7] suggests implementing 

constant reactive power control (CRPC) as a means to 

mitigate the transient overvoltage of the AC system at the 

sending end. The proposed CRPC system can enhance the 

consumption of reactive power by the rectifier, diminish the 

interchange of reactive power between the AC and DC 

systems, and mitigate the occurrence of transient overvoltage. 

However, in many studies conducted in the field of 

voltage regulation of unbalanced four-wire networks, a 

suitable and efficient method has not been proposed. For 

example, in [8, 9], only centralized methods are mentioned 

regarding voltage correction. Increasing the cross-section of 

the conductors and reducing their impedance is proposed in 

[10]. Ref. [11, 13, 14] focused on investigating the Volt-Var 

control method by adopting a smart PV inverter. On the other 

hand, the use of a powerful search algorithm in finding the 

optimal solution has not been considered. A majority of the 

research focus only on balanced networks. 

1.3. Research Gaps 

According to the conducted research, there are the 

following research gaps that need further investigation and 

research, these gaps are: 

• The issue of unbalance and voltage regulation at 

the same time has not been considered in other 

sources. 

• The use of particle consensus algorithm and 

PID controller to solve similar problems has not 

been considered 

• Voltage angle adjustment has not been 

investigated in other articles. 
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1.4. Novelty and Contributions 

Therefore, to overcome the shortcomings in the research 

on voltage correction of unbalanced distribution network 

using, this paper presents a new method of voltage profile 

correction in two stages by DGs. The proposed method 

provides a suitable solution for balancing the three-phase 

voltage in the first stage and correcting the voltage to the 

optimum level by means of the centralized consensus 

algorithm and the PID controller using the DGs. The 

evaluation and comparison of the proposed model is done by 

implementing it on the standard IEEE 14-bus network. The 

main contributions of this paper include: 

• Utilization of the centralized consensus algorithm 

for precise correction of the network voltage 

• Also, the work of this article has been done in two 

steps. In the first step, the unbalance is fixed, and in 

the second step, the voltage is adjusted optimally 

with the PID controller. 

• Implementation of the proposed method on a 

standard IEEE network 

• In most of the articles, voltage imbalance and 

voltage balancing have been discussed, while in the 

purpose of this article, in addition to voltage 

imbalance resolution, voltage regulation and its 

improvement have also been considered. 

In the continuation of the paper, Section 2 is dedicated to 

the formulation and outline of the problem. Section 3 

describes the solution method. The analysis of the results is 

presented in Section 4 and finally Section 5 provides the 

conclusion. 

2. PROBLEM FORMULATION  

This section presents a novel approach for regulating the 

reactive power of both single-phase and three-phase PV 

inverters, which can be linked to any combination of the three 

phases of a LVDN. The control algorithm enables PV 

inverters to transfer reactive power with LVDN in order to 

rectify voltage imbalance and enhance voltage profiles. 

Collaborative inverters can effectively achieve desired 

outcomes while relying solely on local measurements and 

restricted communication lines. The control strategy is 

comprised of two distinct parts. Voltage imbalance 

compensation is achieved in the initial stage by employing 

distributed single-phase compensators. During the second 

phase, the reactive power of the PV inverters is modified in 

order to enhance the voltage profile along the feeder. This 

adjustment is achieved by utilizing three-phase inverters. 

2.1. Voltage Imbalance Compensation (Step 1) 

The definition of voltage imbalance in international 

communities has different complexity and practical 

limitations. But the National Electric Manufacturers 

Association (NEMA) definition of line voltage unbalance rate 

(LVUR) is as (1) and (2). 

𝐿𝑉𝑈𝑅% =
𝑚𝑎𝑥{𝛥|𝑉𝑖

𝐴𝐵|,𝛥|𝑉𝑖
𝐵𝐶|,𝛥|𝑉𝑖

𝐶𝐴|}

|𝑉𝑖
𝑎𝑣𝑒|

         (1) 

|𝑉𝑖
𝑎𝑣𝑒| =

|𝑉𝑖
𝐴𝐵+𝑉𝑖

𝐵𝐶+𝑉𝑖
𝐶𝐴|

3
          (2) 

where 𝛥|𝑉𝑖
𝐴𝐵|, 𝛥|𝑉𝑖

𝐵𝐶|, 𝛥|𝑉𝑖
𝐶𝐴| are the phase-to-phase voltage 

deviation from |𝑉𝑖
𝑎𝑣𝑒| (the average voltage of PP) at the ith 

bus. According to (2), the lower value of LVUR means that 

the network suffers from low imbalance. We have adopted 

the definition of the LVUR for the purpose of evaluation and 

compensation of voltage imbalance as it is effective and leads 

to straightforward computing. To make sure the electrical 

appliances work safely, the European EN50160 standard 

specifies allowable range for LVDNs as the rate of voltage 

unbalance of less than 2% for 10 minutes. 

This approach relies solely on measuring the PP voltage, 

eliminating the need for intricate calculations. The suggested 

method employs a distributed delta compensator that delivers 

varying levels of reactive power in each phase. The primary 

objective is to minimize the voltage disparity between the PP 

points at the measurement location in order to enhance the 

voltage imbalance ratio as specified in (3). 

𝑈𝑅𝑃𝑉,𝑖
𝑃𝑃 (𝑡)

= {
𝑘𝑣

𝑖𝑛𝑑/𝑐𝑎𝑝
 (𝑉𝑖

𝑃𝑃(𝑡) − 𝑉𝑖
𝑎𝑣𝑒) + 𝑈𝑅𝑃𝑉,𝑖

𝑃𝑃 (𝑡 − 𝛥𝑡)𝑉𝑖
𝑃𝑃(𝑡) ≠ 𝑉𝑖

𝑎𝑣𝑒

0𝑉𝑖
𝑃𝑃(𝑡) = 𝑉𝑖

𝑎𝑣𝑒                                                                   (3)
 

In general, 𝑉𝑖
𝑃𝑃(𝑡) is the voltage across the PP inverter, 

𝑉𝑖
𝑎𝑣𝑒 represents the average voltage across the PP 

compensator. 𝑘𝑣
𝑐𝑎𝑝

and 𝑘𝑣
𝑖𝑛𝑑are two constant parameters for 

setting and regulating the speed and accuracy of the controller 

design, and 𝛥𝑡  represents the sampling time. 𝑈𝑅𝑃𝑉,𝑖
𝑃𝑃 (𝑡)  

controls the active power exchanged by PP inverters by 

taking into account the voltage difference and 𝑈𝑅𝑃𝑉,𝑖
𝑃𝑃 of the 

previous step. When the voltage across the PV inverter, i.e., 

𝑉𝑖
𝑃𝑃(𝑡) , is greater than average 𝑉𝑖

𝑎𝑣𝑒 , then 𝑈𝑅𝑃𝑉,𝑖
𝑃𝑃 (𝑡)  is 

positive. This means that the PV requires absorbing reactive 

(inductive) power to reduce the voltage of the connection 

point. Nonetheless, negative 𝑈𝑅𝑃𝑉,𝑖
𝑃𝑃 enforces the PV inverter 

to feed reactive (capacitive) power to increase the voltage. 

Eventually, the reactive power exchange by PP inverters can 

be given as (4). 

𝑄𝑃𝑉,𝑖
𝑟𝑒𝑓,𝑃𝑃

= 𝑈𝑅𝑃𝑉,𝑖
𝑃𝑃 (𝑡) × 𝑄𝑃𝑉,𝑖

𝑚𝑎𝑥            (4) 

𝑄𝑃𝑉,𝑖
𝑚𝑎𝑥 = ±√(𝑆𝑃𝑉,𝑖

𝑚𝑎𝑥)2 − (𝑃𝑃𝑉,𝑖)
2   

where 𝑄𝑃𝑉,𝑖
𝑟𝑒𝑓,𝑃𝑃

is reactive power that should be exchanged by 

the inverter, and 𝑄𝑃𝑉,𝑖
𝑚𝑎𝑥is the maximum reactive power of the 

PV inverter [22]. 

2.2. Distributed Consensus Algorithm and Local PID 

Controllers (Step2) 

After implementing the suggested technique to balance 

the network, the voltage regulation algorithm can be applied 

separately to each phase of the LVDN to ensure that the bus 

voltages remain within the acceptable range. The approach 

suggested relies on distributed consensus control to 

coordinate PV inverters without requiring a central controller. 

Implementing RPC for PV inverters has the potential to 

enhance voltage profiles along the feeder. In this section, we 

design a consensus control mechanism and a PID controller 

to proportionally distribute the reactive power needed for 
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voltage regulation. The voltage limit should be equal to the 

value represented by (5). 

𝑉𝑡ℎ𝑟
𝑐𝑎𝑝

< 𝑉𝑖
𝑃𝑁(𝑡) < 𝑉𝑡ℎ𝑟

𝑖𝑛𝑑           (5) 

The 𝑉𝑖
𝑃𝑁 is the phase-to-ground voltage in bus i, 𝑉𝑡ℎ𝑟

𝑐𝑎𝑝
 is 

the lower voltage boundary for voltage exchange and 𝑉𝑡ℎ𝑟
𝑖𝑛𝑑is 

the upper power boundary for voltage exchange. Finally, the 

information is shared between the PID controllers of different 

inverters, then the local PIDs exchange reactive power with 

the network by using this information to regulate the voltage 

within the permissible limit. The PID controller is commonly 

employed in applications related to engineering because of its 

operational and architectural flexibility [22, 24]. The design 

of this controller does not necessitate advanced expertise. It 

decreases the steady state inaccuracy and enhances the 

transient and steady state responses [25]. The process of 

choosing PID controller parameters is crucial as the 

controller's effectiveness relies on the precise selection of 

these parameters. The Ziegler-Nichols method, Youla 

parametric method, Lambda tuning method, Cohen-Kuhn 

method, and Wang-Jung-Chan method are considered the 

most effective approaches for building PID controllers. These 

techniques enable the creation of PID controllers with 

increased flexibility and extra functionalities, while 

maintaining a straightforward layout complexity. 

Implementing advanced PID controller design techniques 

increase the level of intricacy and necessitates a deeper 

understanding of mathematics [21, 26]. 

The PID controller integrates the proportional, integral, 

and derivative structures into a unified package. The PID 

controller's basic transfer function can be expressed as (6): 

𝐶(𝑠) = 𝑘𝑝 +
𝑘𝑖

𝑠
+ 𝑘𝑑𝑠 =

𝑘𝑑𝑠2+𝑘𝑝𝑠+𝑘𝑖

𝑠
        (6) 

where, kp, ki, and kd are proportional, integral, and derivative 

gains. The inclusion of the proportional term in the controller 

enhances the system's transient response. The integral term is 

the key component of the controller and is employed to 

minimize the steady-state error, while the derivative term is 

adopted for over-reduction of the system. The structure of a 

PID controller and problem flowchart are given in Fig. 1. 

Voltage control based on the distributed consensus algorithm 

and PI controller. 

To set voltage on a desirable value in this study, which is 

1 p.u., the following control dynamics is used as (7): 

𝑉𝑛𝑖 = (𝑉𝑖
𝑚𝑔

− 𝑉𝑖
𝑐𝑜𝑛)(𝑃𝑖

𝑇 +
𝑃𝑖

𝐼

𝑆
)         (7) 

In general, 𝑉𝑛𝑖 is the control voltage, reference voltage of 

the desirable voltage, 𝑉𝑖
𝑐𝑜𝑛denotes the output voltage of the 

consensus algorithm for each agent (bus), 𝑃𝑖
𝑇 is the  

proportional coefficient of the PI controller, and 𝑃𝑖
𝐼 is the 

integral coefficient of the controller [23]. 

2.3. Problem Constraints 

There are constraints in the power output of DGs, which 

are of great importance and all of them must be observed to 

reach the correct solution. The constraints of the proposed 

optimization problem are described below: 

 

 

 
Fig. 1: Structure of a PID controller and process flowchart. 

 

2.3.1. Power balance constraint 

The presence of DG in the network should be such that 

all control variables and system variables satisfy the power 

flow equations of the network. In the following equations, 

active and reactive power is shown according to power flow 

equations. 

𝑃𝑔𝑖 − 𝑃𝑑𝑖 − 𝑉𝑖 ∑ 𝑉𝑗𝑌𝑖𝑗 cos(𝛿𝑖 − 𝛿𝑗 − 𝜃𝑖𝑗
𝑁
𝑗=1 ) = 0  

𝑄𝑔𝑖 − 𝑄𝑑𝑖 − 𝑉𝑖 ∑ 𝑉𝑗𝑌𝑖𝑗 sin(𝛿𝑖 − 𝛿𝑗 − 𝜃𝑖𝑗)
𝑁
𝑗=1 = 0              (8) 

2.3.2. Voltage limits 

The presence of DG in the network should not make bus 

voltages exceed the defined limits. So we have: 

Vi
min<Vi<Vi

max, 𝑖 = 1… ,𝑁𝑖                                (9) 

2.3.3. Line capacity limits 

The limitation on the power flowing through the lines is 

given by: 

|Si|≤|Si
max|                 i=1,…,Nb                            (10) 

2.3.4. Limits on generators power output 

Pgi
min<Pgi<Pgi

max                                        (11) 

3. SOLUTION METHOD 

This section introduces a novel approach for regulating 

the reactive power of PV inverters that are linked in an 

arbitrary manner to the three phases of a power system. The 

control algorithm enables PV inverters to interchange  
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reactive power in order to rectify voltage disparities and 

enhance voltage profiles. Inverters can work together to 

achieve desired results only through local measurements and 

limited communication links. The control strategy is divided 

into two stages. In the first stage, voltage imbalance 

compensation is done using distributed single-phase 

compensators. The second stage takes the reactive power of 

the PV inverters to enhance the voltage profile on the feeder 

with the help of the existing PP inverters that are connected 

to the grid in three phases. 

Compared with centralized and decentralized control 

strategies, distributed control systems offer superior control 

performance but require communication links as a trade-off. 

The benefits of this technique include the capacity to easily 

adjust the system's size, strength against failures, decreased 

computing demands, great adaptability, absence of a single 

point of weakness, and the distribution of tasks among local 

controllers [15-17]. 

3.1. Problem Solution Using the Consensus Algorithm 

The communication network of a multi-agent 

cooperative system can be modeled with a directed graph 

(digraph). A digraph is usually a set 𝐺𝑟 = (𝑉𝐺 , 𝐸𝐺 , 𝐴𝐺) with a 

non-empty finite set with N groups𝑉𝐺 = {𝑣1, 𝑣2, . . . , 𝑣𝑁}and a 

set of arcs 𝐸𝐺 ⊂ 𝑉𝐺 × 𝑉𝐺 and an adjacency matrix 𝐴𝐺 =
[𝑎𝑖𝑗] ∈ 𝑅𝑁×𝑁 . In a microgrid, DGs perform the role of 

communication digraph nodes. The arcs of the 

communication network diagram represent the 

communication links. In the current study, the digraph is 

assumed time invariant, that is, 𝐴𝐺  is constant, and an arc 

from node j to node i is specified by (𝑣𝑗 , 𝑣𝑖), which means 

that node i receives information from node j. 𝑎𝑖𝑗is the weight 

of the arc (𝑣𝑗 , 𝑣𝑖) , and 𝑎𝑖𝑗 > 𝑜 if (𝑣𝑗 , 𝑣𝑖) ∈ 𝐸𝐺 ; otherwise, 

𝑎𝑖𝑗 = 0. Node i is a neighbor of node j if (𝑣𝑗 , 𝑣𝑖) ∈ 𝐸𝐺. The 

set of neighbors for node j is denoted by 𝑁𝑗 = {𝑖 |((𝑣𝑗 , 𝑣𝑖) ∈

𝐸𝐺)}. In a digraph, if i is a neighbor of j, then node j can 

receive information from node i, but the opposite is not 

necessarily true [18, 19]. In a microgrid, DGs are considered 

as communication digraph nodes. The arcs of the 

communication network diagram represent the 

communication links. Due to the fact that in this article, 

distributed solar generation sources are used for voltage 

balancing and regulation, therefore, ten selected points were 

selected by a simple genetic algorithm location with the aim 

of improving voltage stability and voltage division. The 

genetic algorithm with the initial population of 50 and the 

number of iterations of 600 has been implemented on a 14-

base network. 10 candidate buses for DG installation are 

selected in such a way that the grid voltage stability is 

improved. 

In this study, we have considered a graph with 10 nodes 

(agents) on buses 4, 5, 7, 8, 9, 10, 11, 12, 13, and 14 for the 

distributed consensus algorithm. To better understand, the 

communication graph between the agents on the buses is 

shown in Fig. 2. 

Also, the Laplacian matrix and its eigenvalues are given 

as (12): 

 
Fig. 2: A communication diagram for protocol of the 

average distributed consensus algorithm. 
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with eigenvalues: 

𝜆𝑔1 = 0.7639, 𝜆𝑔2 = 2.7639, 𝜆𝑔3 = 0, 𝜆𝑔4 = 4, 𝜆𝑔5 =

4, 𝜆𝑔6 = 4, 𝜆𝑔7 = 4, 𝜆𝑔8 = 4, 𝜆𝑔9 = 5.2361, 𝜆𝑔10 = 7.2361 

          (13) 

After defining the communication graph of PV inverters, 

the distributed consensus algorithm receives the data shared 

for each PV with other PVs using the defined graph, and 

sends an estimated average of the PV values of the 

neighboring systems to each local controller based on the 

distributed consensus equations. 

Here, according to the communication graph on the 

target buses which has the Laplacian matrix L, the output of 

the consensus algorithm, which is the estimated average of 

the voltage values of the neighboring PVs, is shown in Fig. 1. 

Distributed PV inverters are connected to each other through 

the network communication graph ℓ(𝑣, 𝜀) , where 𝑣 =
{1, . . . , 𝑁} is the points and ε shows the communication arcs 

between the points. Each point represents a PV inverter and 

each arc represents a communication link between them. If 

the points are connected, the data is shared through that. A set 

of points linked to point i is called the neighborhood of point 

i and is denoted by𝑁𝑖. Node degree is equal to the number of 

neighbours’ of that node, which is displayed as 𝑑𝑖 = |𝑁𝑖|. 

Degree matrix D of a graph is defined by the di and also 

an adjacency matrix A, the elements of matrix A are 𝑎𝑖𝑗 = 1 

if (𝑖, 𝑗) ∈ 𝜀; otherwise, 𝑎𝑖𝑗 = 0. 

𝐿 = 𝐷 − 𝐴 is the Laplacian matrix of the graph. In an 

undirected matrix, the Laplacian matrix has zero eigenvalues 

and the rest of values have an eigenvalue greater than zero. 

The ith PV controller receives the estimated mean state from 

its neighbors. The controller estimator then adopts the 

following average consensus protocol, as described in (14). 
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�̄�𝑖(𝑡) = 𝑥𝑖(𝑡) + ∫∑ 𝑎𝑖𝑗(�̄�𝑗 − �̄�𝑖)𝑗∈𝑁𝑡
      (14) 

where xi shows a local state variable, and �̄�𝑖  represents the 

estimated average of PV values of neighboring systems. 

The vector form of a distributed average consensus 

protocol is given in (15). 

�̇� = �̇� − 𝐿�̅�          (15) 

where, 𝑥 = [𝑥1, 𝑥2, . . . , 𝑥𝑁]  and  �̄� = [�̄�1, �̄�2, . . . , �̄�𝑁] . Using 

the Laplace transform from Eq. (21), the transfer matrix of 

the distributed consensus algorithm is as (16). 

𝐻𝑎𝑣𝑔 =
�̄�

𝑋
= 𝑠(𝑠𝐼𝑁 + 𝐿)−1         (16) 

In this equation, 𝑋 and �̄� represents the Laplace transfer 

matrix of 𝑥 and �̄�, respectively [20]. 

4. SIMULATION RESULTS 

4.1. Standard IEEE 14-bus System 

The system used for simulations is the standard 14-bus 

network, whose data can be found in [12] and it's shown in 

Fig. 3. 

4.2. Results of Applying the Control Strategy of Step 1 

(Voltage Imbalance Compensation) 

The proposed method for controlling Step 1 described in 

the previous sections is presented here. Its results were 

implemented on a standard IEEE 14-bus network and the 

following results were obtained. The voltage of different 

buses before applying the control method was as follows. As 

can be seen, the system is imbalanced in all buses, which is 

well shown in Table 1. 

As shown in Table 1, before network control, the 

network is unbalanced, but after that the network is balanced. 

The amount of imbalance should be less than 2%. All the 

values in these buses are in p.u. form and the values in the 

table are reported as percentages. Fig. 4 shows the voltage of 

Bus 10 before balancing. Using (1), the voltage imbalance 

rate is equal to 5.6%. According to the standard, the 

imbalance rate should not exceed 2%, so the voltage of this 

bus needs balancing. 

Fig. 5 shows the voltage of Bus 10 after applying the 

control method of Step 1. After it was found that there is more 

voltage drop in phase A compared to the other two phases, 

0.01984 p.u reactive power is injected to this phase by using 

equation (1), resulting in an unbalance of 0.8%, which is less 

than 2%, so the voltage on this bus is balanced. 

4.3. Results of Applying the Control Strategy of Step 2 

(Voltage Amplitude and Degree Compensation) 

In this research, as previously said, 10 PVs have been used to 

control Step 2. These 10 PVs are connected with their 

neighbors according to the communication graph that is 

defined for them. There is a PI controller in each PV that 

sends a control signal to the PI controller based on the voltage 

received from the consensus algorithm and comparing it with 

the desired voltage. Next, the PI controller sends the control 

information to the inverter power controller. The results for 

voltage control are in the following form for Bus 10 of the 

network. 

 
Fig. 3: IEEE 14-bus network. 

Table 1: LVUR values before and after applying the 

control method of Step 1. 

Bus 
Before control 

method 

After control 

method 

1 2.6 0.1 

2 3.3 0.5 

3 3 0.3 

4 3.8 0.4 

5 3.8 0.3 

6 7.3 0.3 

7 3.6 0.2 

8 2.6 1.1 

9 4.3 0.8 

10 5.6 0.8 

11 8.3 1.1 

12 7.7 1.2 

13 8.5 1.4 

14 7.8 1.3 

 
Fig. 4: Three-phase AC RMS voltage in Bus 10 before 

balancing the network. 

 
Fig. 5: Three-phase AC RMS voltage in Bus 10 after 

balancing the network in Step 1. 
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Fig. 6 depicts the rms instantaneous voltage of Bus 10 

after applying the control method of Step 2. In this study, the 

voltage level of interest is 1 p.u. or 0.71 rms. The network 

error value is calculated using 𝑒 =
𝑣𝑟𝑒𝑓−𝑣𝑏

𝑣𝑟𝑒𝑓
× 100, where 𝑣𝑟𝑒𝑓 

is the reference voltage (1 p.u.) and 𝑣𝑏 is instantaneous 

voltage of the considered bus. Before applying the control 

method, the value of this error in the bus is 5.7%, and after 

using the control method it becomes 1.2%. 

4.4. Sensitivity Analysis of the Results of Changing the 

Number of Candidate Bases 

In this article, in order to investigate the sensitivity of the 

voltage regulation error to the number of solar sources, it has 

been tried to investigate the error changes in three scenarios 

with the number of digraph points 10, 5 and 3. 

Table 2 shows the error value of each bus before and after 

the application of the control strategy. As per Table 2, the 

control strategy was able to control the network voltage in all 

the network buses well and with high accuracy. In our 

proposed strategy, by using the consensus algorithm, we were 

able to increase the reliability of the network, eliminate the 

imbalance error, reduce the possibility of cyberattacks, and 

the decision for each bus is made according to the information 

of other neighboring buses, which is very effective in 

performance and improving the voltage profile. The results of 

Table 2 show that: by reducing the amount of candidate buses 

in the control network, the consensus of the particles in the 

network is reduced, and this raises in the voltage error and 

drops the voltage stability in the network. 

Also, in order to compare the results and check their 

validity, it has been tried to compare them in terms of the 

percentage difference of reactive power passing through the 

lines in [1], the results of which are checked in Table 3. As it 

can be seen, the particle consensus algorithm used in this 

article has been able to qualitatively improve the imbalance 

of the reactive power passing through the lines better 

compared to [1]. This issue is one of the advantages of this 

article compared to its reference sample. 

5. CONCLUSION 

Various types of microgrid control strategies include 

centralized, decentralized, and distributed. In this study, 

considering the advantages of distributed control strategy 

compared to other control strategies, it is used. Autonomous 

agents in distributed control strategy utilize their individual 

local information and engage in communication with 

neighboring agents over a distributed communication graph 

network in order to accomplish shared objectives. The 

distributed control technique enhances system efficiency 

when compared to both centralized and decentralized control 

strategies. This technique has several benefits, including 

resilience, scalability, great adaptability, decreased 

computing complexity, absence of a single point of failure, 

and task distribution among local controllers in the microgrid. 

Hence, the use of a distributed control technique via a 

distributed communication graph network enhances the 

resilience of the microgrid. 

Since there is an imbalance between the three-phase 

voltages in most power systems, it means that the voltage 

value of each  phase  may  be  different  from  the  other  phase, 

 
Fig. 6: Voltage of Bus 10 after applying the control strategy 

Step 2. 

Table 2: Error values of each bus before and after 

applying the control strategy of Step 2. 

Bus 
Before 

control 

method 

After 

control 

method 
(10 bus) 

After 

control 

method 

(5 bus) 

After 

control 

method 

(3 bus) 

1 8% 1.40% 2.36% 4.93% 

2 11% 2.70% 3.70% 6.15% 

3 9% 1.40% 2.25% 5.27% 

4 12% 1.50% 1.90% 3.23% 

5 9.80% 1.48% 2.96% 6.21% 

6 5.50% 1.42% 3.25% 4.27% 

7 6.70% 2.80% 4.74% 5.28% 

8 12% 1.54% 3.36% 6.12% 

9 8.60% 1.38% 2.90% 5.46% 

10 5.70% 1.20% 3.60% 4.37% 

11 8.90% 1.40% 2.82% 5.24% 

12 7.70% 2.80% 4.69% 5.21% 

13 8.50% 2.90% 5.23% 7.14% 

14 7.80% 2% 4.36% 6.21% 

 

Table 3: Error values of reactive power in different cases. 

Cases ΔQ AB (%) ΔQ AC (%) ΔQ BC (%) 

[1] Case 2 38.9 58.12 31.41 

[1] Case 3 1.94 11.54 9.7 

This article 1.23 3.24 4.69 

 

which causes damage to consumers. According to the 

European standard EN50160, the acceptable range of the 

voltage imbalance rate is less than 2% for 10 minutes. 

According to Table 1, the network under study in this research 

has an imbalance rate higher than the standard limit under 

normal conditions before applying the control method, so 

with an absolute control method, the imbalance has been 

returned to the standard level, whose results are shown in Fig. 

5 and Table 1. Then, the network voltage has reached the 

desirable value.  

To regulate the voltage to the desired level, which is 1 

p.u. in this study, the voltage of the neighbors is shared with 

a communication graph between the neighbors using a 

consensus algorithm, so that the entire network reaches a 

general consensus. After that, the output information of the 

consensus algorithm is sent to each local controller of each 

inverter so that these controllers can make decisions based on 

the local information and the information received from the 
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consensus algorithm for accurate voltage regulation. The 

results obtained are shown in Fig. 6 and Table 2. As is 

observed, the proposed method is very accurate. The 

important results of this article in summary are: 

• Reducing line voltage unbalance and improving 

voltage regulation by particle consensus algorithm 

compared to similar works 

• Improved network voltage regulation 

• Balancing grid voltage angle adjustment 

• Balancing the reactive power passing through the lines 

5.1. Remaining Challenges and Future Works 

In this article, it was tried to use the particle consensus 

algorithm to improve the voltage imbalance, voltage profile 

and voltage stability, but there are certainly still a number of 

issues in this field that can be addressed as a continuation of 

the work. Some of these are: 

• Considering the uncertainty of solar sources and its 

effect on voltage stability 

• Using sliding mode controller instead of PID for 

network control 

• Considering other voltage unbalance standards and its 

effect on the results 
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Abstract: Power system operation sometimes encounters low-frequency fluctuation. Power system stabilizer (PSS) and 

unified power flow controller (UPFC) are a solution to this problem. In this paper, to enhance the stability during various 

disturbances, power system stabilizers such as PSS and UPFC are used simultaneously. An optimized fuzzy control 

system is proposed to make PSS and UPFC more efficient so that the system damping is boosted. Angular speed changes 

and power angle changes are the inputs to the fuzzy controller. Moreover, to respond to changes applied to the system, 

an optimization algorithm called shuffled frog leaping algorithm is adopted to set the gains of fuzzy functions. To evaluate 

the performance of the controller, three loading levels are considered for the studied system and the simulations of each 

stage are presented separately. According to the results, the amount of overshoot is reduced and system damping is 

improved. 

Keywords: Metaheuristic, optimization, stabilizer, damping. 
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1. INTRODUCTION 

Nowadays, with the expansion of power systems and 

with the increase of power transmission, dynamic and 

transient stability are of special importance for safe operation 

[1]. To preserve the system’s security, the power system is 

expected to have normal condition, during which the 

magnitude of voltage and range of frequency are maintained 

in the allowed range. Stability control of electrical power 

systems examines if the synchronism of generation units is 

established in the case a significant perturbation is added to 

the system. Power system stabilizers (PSS) have widespread 

applications, such as being adopted as complementary 

controllers to improve stability. In addition, flexible 

alternating current transmission systems (FACTS) are 

suitable options for transient stability improvement in almost 

a short time [2-4]. Among all FACTS devices, unified power 

flow controllers (UPFCs) are of special attention, which 

present maximum flexibility and can be used for voltage 

control, series compensations, and phase shift. UPFCs can 

quickly control active and reactive power flow on a line. 

Normally, a UPFC follows two control objectives, known as 

primary and supplementary controls. The purpose of the 

former is to supervise and control active and reactive power 

flows independently so that bus voltages can be controlled 

during the power system operation. Among the most common 

control methods for UPFC is the one based on vector control. 

This design allows active and reactive power to be controlled 

separately, where the balanced three-phase system is 

converted to the synchronous rotating reference frame. Also, 

proportional-integral (PI), fuzzy, and neural controls have 

been introduced in this field [5-6]. On the other side, 

supplementary control is beneficial only in the case the 

system encounters major disturbances. This complementary 

control strategy concerns improving the transient stability on 

the line, which is traditionally expressed using the Lyapunov 

stability method based on an energy function [7]. Although 

developments in improving control methods have been 

presented, they need to provide complete power system 

models and dynamic models of the UPFC. In the following, 

the related literature is reviewed. In case a power oscillation 

damping (POD) controller is used in the control design, 

FACTS can improve stability by boosting the damping to the 

inter-area modes [8-10]. In 2010, literature [11] introduced a 
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design method based on the particle swarm optimization 

(PSO) algorithm, which aimed to coordinate thyristor-

controlled series compensator (TCSC) and PSS in power 

systems that contain several generation units. In 2014, 

reference [12] adopted the genetic algorithm (GA) to 

determine the UPFC installation location along with adjusting 

the PSS parameters so that the system damping reaches the 

maximum possible value. In 2016, literature [13] presented a 

hybrid method for damping power fluctuations in the power 

system; the method consisted of offline and online stages that 

simultaneously adjusted the parameters of the UPFC and PSS 

controllers using the PSO. In 2018, reference [14] suggested 

adjusting controllers by adopting optimal control theory for 

different conditions and the studies were implemented using 

two-area symmetric system. PI controllers propose 

widespread applications in load frequency control, even 

though they suffer from many problems due to changes in the 

operating point of the system as well as network regulatory 

parameters [15-16]. Many articles have also discussed the 

design of the optimal performance of PSS in the power 

system, some of which use pole displacement techniques. 

Some other studies utilized artificial intelligence techniques 

[17-18]. Reference [19] used the fuzzy algorithm to adjust 

PSS parameters with the aim of boosting system stability. In 

reference [20], to coordinate between UPFC and PSS, the 

eigenvalue method was used to identify the largest real value 

of the system and minimize its value. The purpose was to 

reduce the fluctuations of the power system when applying a 

disturbance to the system. In [21], genetic algorithm was 

incorporated to coordinate PSS and UPFC to optimize 

electromechanical modes, thus improve system damping. In 

[22], a neural network with single-neuron layers was 

developed with a radial function to optimize the performance 

of the PSS and UPFC. Then the GA was used to optimize the 

network weights, and applied to a four-machine network. 

Methods based on robust control have also been proposed to 

overcome system uncertainty and increase damping with 

UPFC [23], [24]. 

By proposing a variable structure controller and deriving 

the appropriate control law in terms of fuzzy logic for UPFC 

and PSS, as well as using the shuffled frog leaping algorithm 

(SFLA) to adjust the proposed gain coefficients in the fuzzy 

controller in the single-machine power network, the present 

study attempts to reduce low frequency fluctuations in a faster 

time during a disturbance. Fig. 1 shows the structure of the 

developed control scheme. Accordingly, the output of the 

fuzzy system provides the required control signal for PSS and 

UPFC; in addition, the gains designed in the fuzzy controller 

for PSS and UPFC are optimized by the SFLA to enhance the 

system damping. The contributions of this study are described 

as follows: 

• Designing fuzzy controllers for PSS and FACTS; 

• Optimizing the parameters of the proposed fuzzy controller; 

• Minimization of the objective function of speed changes to 

reduce fluctuations and improve system damping; and 

• Comparing the proposed controller at three different levels 

of system loading with conventional controllers and 

showing the high capability of the proposed system. 

2. CONTROL SYSTEM MODELING 

Here, models of the PSS, UPFC, and dynamic modeling 

of a power system are introduced. 

2.1. Power System Stabilizer 

The PSS enhances the dynamic behavior of the system 

by introducing supplementary signals to the excitation 

system. The PSS typically receives data such as motor speed, 

frequency, and generator output power, and effectively 

improves the dynamic behavior by reducing its fluctuations 

[25]. PSS basically has three blocks: phase compensator 

block, signal effect removal block, and gain block. The phase 

compensator block gives the most suitable phase-lead 

characteristic for phase-lag compensation of the system 

between the excitation input and the electric torque of the 

generator. Fig. 2 demonstrates the PSS structure based on the 

phase lag-lead controller. 

 

2.2. Modeling the UPFC 

UPFC is a device placed between two buses known a 

sending and receiving ends of the UPFC. This device consists 

of two interconnected voltage source converters via a DC link 

(refer to Fig. 3). This damping controller produces electric 

torque and the speed derivative to compensate the damping 

torque. The control parameters of the UPFC are mB, mE, δB 

and δE that help to produce the damping torque. Parameters 

m and δ respectively indicate the amplitude modulation 

coefficient and the initial angle of the reference signal of 

individual converters. In this article, δE was adopted for 

generating the control signal. The structure of UPFC for 

damping controller is also similar to the phase lag-lead 

controller of the PSS.   

 

 
Fig. 1: Structure of the developed control design using a 

fuzzy controller. 
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Fig. 2: Structure of the PSS. 

2.3. Modeling the Power System 

Equations (1)-(7) describe the dynamic behavior of the 

studied system with a UPFC (Fig. 3) in the state space form 

related to the single-machine system [26]: 
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δ̇i = ωi − ω0 (1) 

ω̇i =
1

Mi
(Pmi − Pei − Di(ωi − ω0)/ω0 (2) 

Ėqi
′ =

1

Tdoi
′ [−Efdi − (Xdi
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′ )Idi − Eqi − Eqi
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′  (3) 
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TAi
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+ Ed
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+ Eq
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Te = Ed
′ Id + Eq

′ Iq + (Xq
′ − Xd

′ )IdIq (7) 

Therefore, state space equations of the system may be 

rewritten as (8): 
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Coefficients Kpu, Kvu, Kqu, and Kcu are defined in (12)-

(14): 

Kpu = [KpeKpδeKpbKpδb] )2(1 

Kvu = [KveKvδeKvdKvδb] )13( 

Kqu = [KqeKqδeKqbKqδb] )14( 

All coefficients K1 to K9 and coefficients Kpu, Kvu, Kqu, 

and Kcu are linearized constants.  

Fig. 4 provides a linearized model of control model of 

the system under study, based on which the proposed fuzzy 

controller is suggested for damping the system.  

3. FUZZY THEORY 

Fuzzy theory was first introduced by Zadeh in an article 

titled “Fuzzy Sets”. A decade layer, Mamdani and Asilian 

defined a basic framework for a fuzzy controller and used the 

fuzzy controller in a steam engine [27]. In 1978, Holmblad 

and Ostergaard adopted the first fuzzy controller for a 

complete industrial process [27]. 

A fuzzy controller has one or more non-fuzzy input 

signals and one non-fuzzy output signal. To create the desired 

output signal, in general, the controller has the following 

parts: 

• Fuzzy rules base 

• Fuzzy inference engine 

• Fuzzifier and de-fuzzifier 

A fuzzy rule base is formed from a set of fuzzy if-then 

rules. In a fuzzy inference engine, the principles of fuzzy 

logic are used to combine if-then rules in the fuzzy rule base 

to map from the fuzzy set A in U to the fuzzy set B in V. The 

fuzzifier acts as an intermediary between the input 

environment, which is in the form of real numbers, and the 

fuzzy inference engine. The de-fuzzifier is a mapping of the 

fuzzy set of the output of the fuzzy inference engine to a 

definite point. So, a de-fuzzifier identifies the point that 

represents the output fuzzy set in the most suitable way. 

3.1. Fuzzy Theory for Designing the PSS Controller 

In this part, the PSS controller is designed to boost power 

system damping based on fuzzy logic. Angular velocity 

changes and power angular changes are considered as fuzzy 

inputs. The fuzzy system output is also applied to the 

excitation system (𝑉𝑃𝑆𝑆), which is shown in Fig. 4. As seen  in 

Fig. 5., two constant parameters are used in the input and one 

constant parameter in the fuzzy system output, which will be 

optimized by the SFLA in Section 4. 

 
Fig. 3: A single-machine power system with a UPFC. 
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Fig. 4: Block diagram of the power system with a UPFC. 
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3.2. Fuzzy Theory for Design of the UPFC Controller 

A similar method to design of the PSS fuzzy controller 

has been used for UPFC. Angular velocity changes and power 

angular changes are considered as fuzzy input. The fuzzy 

system output is fed into the converter angle (𝛿𝑒
𝑈𝑃𝐹𝐶), 

according to Fig. 6. 

According to Fig. 6, two constant parameters are used in 

the input and one constant parameter in the fuzzy system 

output, which will be optimized by the SFLA in Section 4. 

3.3. Step 2: Fuzzification Rules 

This part forms the foundation and main logic of the 

control action, where the whole data needed for the control 

operation is stored in the form of fuzzy rules. For example, if 

the output value is significantly dissimilar to the desired 

value, the fuzzy part applies more control value in a different 

direction. The fuzzy control rules that are necessary to 

generate the control signals of 𝛿𝑒
𝑈𝑃𝐹𝐶and 𝑉𝑃𝑆𝑆 are given in 

Tables 1 and 2, which will be applied to the studied system 

according to Fig. 4. It should be noted that the fuzzy functions 

used for w  and Δ𝛿 are triangular. 

3.4. Step 3: Fuzzy Inference Method 

Normally, Mamdani and Takagi Sugeno methods are 

mainly utilized in control applications. The former is used in 

this section, because it is a very powerful method at the same 

time. Using Mamdani method, equation (15) is written: 

( , ) ( ) ( )Ri Ai Bi w d  w  d=   (15) 

where w and w represent the speed and changes of the 

speed. Also, u is the output value. 𝜇𝐴𝑖(𝜔) and 𝜇𝐵𝑖(Δ𝛿)  are 

the fuzzified value of the speed and the rate of change of 

speed. 

3.5. Step 4: Fuzzy to Crisp Transformation 

The transformation of the fuzzy central average value to 

the crisp value is used here. In this way, the output value is 

given as (16): 
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(16) 

where 
iu indicates the central value of the fuzzy output. The 

fuzzy logic output is used for the excitation system signal in 

PSS and also for the converter angle in UPFC. The signals are 

changed instantaneously using fuzzy logic according to (17) 

and (18): 

PSS PSSo PSSV V U= + D  (17) 

UPFC UPFC

e e UPFCUd d= + D  (18) 

𝑉𝑃𝑆𝑆𝑜  and 𝛿𝑒
𝑈𝑃𝐹𝐶  are the initial values related to the PSS 

and UPFC signals. Δ𝑈𝑃𝑆𝑆  and Δ𝑈𝑈𝑃𝐹𝐶  are the output of the 

fuzzy section. 

4. SFLA 

The SFLA can be categorized as a metaheuristic 

optimization method, which mimics the mimetic evolution of 

a group of frogs as they search for a location with the 

maximum food. In metaheuristic algorithms, the objective 

function has a conscious process and the decision space is 

intelligently discovered [28].  

4.1. Structure of the SFLA 

SFLA has both certainty and random strategy elements 

in finding the optimal solution. The certainty strategy allows 

the algorithm to effectively use the shallow information of the 

solution to guide a heuristic search such as the PSO algorithm. 

Random elements guarantee the flexibility and strength of the 

search pattern in the proposed method. The steps of the SFLA 

are given below.  

Step 1: an initial population containing N solutions to the 

problem P = {X1, X2, …, Xn} is generated. A solution to the 

problem for primary gains in the controller of Figs. 5 and 6 is 

considered as follows. 

 

 
Fig. 5: Block diagram of the fuzzy controller for the PSS. 

 
Fig. 6: Block diagram of the UPFC’s fuzzy controller. 

Table 1: Fuzzy rules needed in the UPFC controller. 

dD   

PB PM PS Z NS NM NB  w  

Z PS PM NS NH NH NH NB 

PS Z NS NM NM NB NB NM 

PM PS Z NS NM NM NB NS 

PM PM PS Z NS NM NM Z 

PB PM PM PS Z NS NM PS 

PB PB PM PM PS Z NS PM 

PB PB PB PM PM PS Z PB 

Table 2: Fuzzy rules needed in the PSS controller. 

dD   

PB PM PS Z NS NM NB  w  

Z NS NM NB NH NH NH NB 

PS Z NS NM NM NB NB NM 

PM PS Z NS NS NM NB NS 

PM PM PS Z NS NM NM Z 

PB PM PM PS Z NS NM PS 

PB PB PM PM PS Z NS PM 

PB PB PB PB PM PS Z PB 
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[ , , , , , ]PSS PSS UPFC UPFC T

i PSS UPFCX K K K K K Kd w d wD D=  

Step 2: using the fitness function defined in (19), each of 

the solutions to the problem is evaluated and the solutions are 

sorted in descending order as per their fitness values. 

0

T

J t dtw= D  (19) 

The objective function is introduced to improve the 

system damping. 

Step 3: the whole population is divided into m equal 

parts, and each of these sub-parts is called Memeplex. In each 

memeplex, n solutions of the problem are placed (𝑛 =
𝑁

𝑚
); the 

solution with the highest fitness value is placed in the first 

memeplex, the second solution is placed in the second 

memeplex, the 𝑚𝑡ℎ solution is placed in the 𝑚𝑡ℎ memeplex, 

and the (𝑚 + 1)𝑡ℎ solution is placed again in the first 

memeplex. This process continues until all the solutions are 

distributed. 

Step 4: Since the frogs' preference is centered around a 

specific frog that may be the local optimum, it is not always 

desirable to use the best frog; therefore, a subset of 

memeplexes called sub-memeplexes is considered. In each of 

the memeplexes, the solutions with the worst and the best 

degree of fitness are specified and denoted by Xw and Xb, 

respectively. Also, the solution with the best amount of 

fitness among the entire population is also defined by Xg. 

During the evolution process of memeplexes, the worst 

solution moves towards the best solution. Fig. 7 shows the 

evolution of memeplexes. 

Step 5: the new position of the worse solution is 

calculated using the leaping law of frogs in the SFLA, as (20)-

(21): 

( )b wD rc x x w= − +  (20) 

max

max max

w

new

w

w
T

x D D D

x D
x D D D

D D

 + 


= 
+ 



 (21) 

where r is a random number between 0 and 1, C is a fixed 

number between 1 and 2, r is a random number between -1 

and 1, D show the maximum allowed leap distance, and w 

represents the maximum allowed movement and penetration.  

Step 6: update the worst solution using (22): 

: ( ) ( )new new

w w w wif f x f x then x x =  (22) 

Otherwise, Xb is replaced by Xg, and 
new

wx is recalculated 

from (21). If there is still no improvement in the solution, Xw 

is deleted and a new solution is randomly replaced. 

Step 7: This stage is called the combination process, 

where the population of memplexes are combined with each 

other. Then, return to Step 2.  

Step 8: As soon as the specified number of iterations is 

met, the optimization process is completed. 

5. SIMULATION 

Simulations of all samples were performed on a single-

machine IEEE standard system (Fig. 3). Table 3 lists the 

information of the standard single-machine network under 

study along with the UPFC. Also, the number of memeplexes 

is 7 and the population of each memeplex is 15. The number 

of iterations is 50. To evaluate the efficacy of the controller 

designed in this study, its response was assessed using PSS 

and UPFC damping controllers independently and at different 

load percentages. Table 4 summarizes the results in the 

presence of a three-phase fault occurring at t = 0.5 s with 

different network loading conditions. In addition to the 

objective function of (19), the index given in (23) was also 

used when comparing different controllers: 

2 2 2(100 ) (500 )F OS US TS=  +  +                      (23) 

where OS is the overshoot of the system, US is the 

undershoot, and TS is the settling time of the machine speed 

deviation. 

 
Fig. 7: Leaping process in the SFLA [28]. 

Table 3: Standard single-machine network information. 

Generator M = 8, D = 0, T’do = 5.044, Xq 

= 0.6, Xd = 1, X’d = 0.3 
Excitation KA=10, TA=0.05 

Transmission line XtE = 0.1, XBV = 0.5 
Operating condition Pe = 0.8, Vt=1,Vb = 1 
UPFC Transformers XE = 0.1, XB = 0.1 

Parameters of DC link VDC = 2, CDC = 1 

Table 4: A comparison between the performance of 

different controllers in network load conditions. 

Controller 
80% 100% 110% 

F J F J F J 

PSS 0.0126 14.02 0.0159 15.17 0.0170 16.76 

UPFC 0.0143 14.25 0.0167 15.26 0.0184 16.89 

Proposed 0.0126 6.05 0.0146 8.43 0.0158 10.61 

PSS&UPFC-

PID 
0.0159 14.85 0.0172 16.37 0.0193 17.055 

Table 3 shows that the optimized fuzzy controller based 

on the SFLA performs better in comparison with the 

traditional PID controller, and this demonstrates the 

capability of the proposed method. In addition, in Table 4, a 

comparison between the proposed method based on the 

optimized fuzzy with conventional methods such as PID and 

reference [29] has been made in terms of the generator angle 

performance, which shows that the proposed controller has a 

lower generator angle during the loading conditions of the 

studied system. Table 5 shows the performance of the 

suggested controller when only the fuzzy combination of PSS 

and UPFC is used, which shows that it will not perform well 

without optimization. It can be seen from tables 4 and 5 that 

the use of UPFC alone can even have a negative effect on the 

generator oscillation, which is due to the UPFC's attempt to 

keep the line power constant after a fault occurs in the 
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network. Fig. 7 shows the convergence of the optimization 

problem using the SFLA method. As is observed in the figure, 

the objective function converged after 50 iterations, which 

shows the optimal performance of the SFLA in finding the 

fuzzy controller coefficients. 

The response of different controllers considering 

different load levels of 80%, 100%, and 110% are shown in 

Figs. 8 to 13. Fig. 8 compares the speed response of four 

controllers, including the proposed method in which the 

parameters of the fuzzy controller are optimized with the 

SFLA; the fuzzy controller; the conventional control 

including only PID; and finally, when no controller is applied 

to the single-machine system. After disturbing the input 

mechanical power of the generator, the generator speed 

fluctuates and these fluctuations are comparable for these four 

controllers in Fig. 8 for the capacity equivalent to 80% of the 

nominal load, which show that the optimized fuzzy controller 

gives the best response with suitable settling time and 

damping. 

Fig. 9 shows the changes in the system voltage for 80% 

of the rated load, where the proposed fuzzy optimized 

controller (PSS and UPFC) with overshoot of less than 0.5% 

and without undershoot was able to reach a stable state. On 

the other hand, the graph has higher overshoot and undershoot 

for the fuzzy controller. The conventional PID controller has 

also reached the steady state after several overshoots and 

undershoots. 

In Figs. 10 and 11, the diagram of speed deviation and 

voltage changes of the studied system at rated load is 

displayed. At rated load, the suggested controller has a faster 

damping response and a shorter settling time. In Fig. 10, the 

system lacks any controller and the excitation system lacks 

PSS. 

Table 5: A comparison between the performance of 

different controllers in terms of network loading according 

to the generator angle (𝛿°). 

 
Fig. 7: Convergence curve of the SFLA for minimization of 

the proposed objective function. 

 
Fig. 8: Comparison of response of speed changes of three 

controllers for UPFC and PSS in 80% of the rated load. 

 

 
Fig. 9: Generator voltage deviation to show performance of 

three controllers at 80% of the rated load. 

 

By sorting the linearized state equations of the system 

that were extracted in Section 2, they were implemented in 

the MATLAB software under normal load conditions and the 

outputs were displayed. After disturbing the mechanical 

power input of the generator, the generator speed fluctuates 

and the fluctuations are not dampened. Even though the PID 

controller has been able to reduce the magnitude of 

oscillations, the number of overshoots and undershoots is 

high. However, the fuzzy controller has reached the damping 

state after almost two oscillations, and finally the optimized 

fuzzy control has been able to show a fast-damping response. 

In Figs. 12 and 13, for a 10% increase in rated load, the 

time response of generator speed changes along with voltage 

changes for the three state controllers are shown. It can be 

seen from Fig. 12 that the optimized fuzzy controller 

responded well to the changes and was able to dampen the 

response, while the other two controllers reached the damping 

mode after several oscillations. If the PSS and UPFC controls 

are not used, the system remains unstable. Fig. 13 shows that 

the voltage deviation is fixed after approximately three 

seconds. 

The simplest method among the three used controllers is 

the PID controller, which is designed by the phase 

compensation method considering the state of the system 

poles. By installing these controllers, it is possible to obtain 

feedback from the speed changes and damp the system by 

applying changes to the PSS and UPFC inputs. Nonetheless,  

Controller 80% 100% 110% 

PSS ----- 55.01 69.83 

UPFC 42.79 58.74 70.65 

PSS&UPFC-PID 40.52 53.91 67.52 

PSS&UPFC-Fuzzy 42.86 54.19 68.42 

Ref. [29] 39.72 52. 45 66.61 

The proposed 

controller 

38.16 51.39 64.17 
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Fig. 10: Comparison of the response of speed changes of 

three controllers for UPFC and PSS in the rated load mode. 

 
Fig. 11: Generator voltage deviation to show the 

performance of three controllers at the rated load. 

 

 
Fig. 12: Comparison of the speed changes response of three 

controllers for UPFC and PSS at 110% of the nominal load. 

 

the results showed that the settling time of the system as well 

as the overshoot in this method is more compared to the fuzzy 

and optimized fuzzy methods. The comparison between these 

two methods in the design of the controller also shows that 

using the optimized gains in the fuzzy  method,  the  damping  

 

 
Fig. 13: Generator voltage deviation to show performance 

of three controllers at 110% of the rated load 

 

Fig. 14: Optimized fuzzy controller output for input 
UPFC

ed  

speed of the system and the magnitude of oscillations have 

decreased. It should be noted that the simultaneous use of 

both PSS and UPFC controllers will have a significant impact 

on the system performance after a disturbance appears in the 

system, while the absence of these controllers, as shown in 

Figs. 8, 10, and 12, causes system instability. Fig. 14 depicts 

the output of the fuzzy signals based on the inputs used for 

the UPFC controller. 

6. CONCLUSION 

The paper presented a new control strategy that 

coordinated PSS and UPFC controllers by applying fuzzy 

rules. Moreover, SFLA was utilized to adjust parameters of 

fuzzy functions to deal with sub synchronous oscillation. An 

outstanding benefit of the proposed technique, in contrast to 

conventional controllers, is its ability to deliver a time-

varying control signal continuously. This ensures that the 

system consistently adheres to the correct trajectory, and it 

can be implemented for non-linear systems without the need 

for mathematical modeling of the system. The simulation 

results including the optimized fuzzy controller showed its 

proper performance under different loading conditions of the 

system during a disturbance in the system. By introducing a 

combined index of the amounts of overshoot, undershoot, and 

settling time for the suggested fuzzy controller, this index 

showed up to 100% improvement compared to that obtained 
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by conventional PID controllers. In addition, the first angle of 

the generator in different loading condition was lower 

compared to other methods. For future works, other methods 

can be incorporated in optimizing the gains of the fuzzy 

controller, or the effect of adding the UPFC in a suitable place 

to boost the system damping can be investigated. 
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Abstract: Considering the challenges of using fossil fuels, including price, pollution, and the increasing 

development of electric vehicles, the energy supply from other sources should be considered. One of the main 

challenges of electric vehicles is their impact on the distribution network, especially the time of charging and 

its coincidence with the peak load of the network, which causes an increase in power consumption, double 

pressure on the network, and more and faster depreciation of distribution network equipment. Also, 

producing more energy during peak times leads to increased costs and air pollution. In this paper, the use of 

renewable energy to charge electric vehicles is investigated in such a way that the consumers of electric vehicles 

use solar panels and batteries to store solar energy so that it can be used for charging during peak times. The 

costs of installing solar panels, the consumption of electric vehicles, the amount of energy generation, as well 

as the emission of fossil fuel pollutants that fossil power plants produce at peak times have been investigated. 

Furthermore, a comparison has been made between the use of renewable and non-renewable energy. 

Consequently, the proposed method is about 112494 dollars more economical than the system without 

renewable energy. It is also suggested to consider incentives from the government for the consumer to reduce 

the capital and operating cost of the photovoltaic system to diminish the investment return time. 

Keywords: Electric vehicle, peak load, solar energy, economic analysis. 
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1. INTRODUCTION 

The increase in fuel prices and environmental concerns 

cause changes in the structure of power systems and energy 

management [1] becomes more crucial than before. One of 

these changes is the increasing use of renewable energies 

and electric vehicles which advents microgrids [2]. With the 

significant increase in the number of electric vehicles that 

can solve the challenge of environmental pollution, it has 

created new challenges such as creating overload on the 

network and simultaneity of charging this type of vehicle 

with peak load for the power system. By developing the 

utilization of renewable energy, electric vehicles can be 

adopted optimally and cleanly at a low cost, which improves 

energy efficiency. The research concerning this field is on 

the problem of electric vehicle charging timing and the use 

and optimization of the vehicle battery to reduce peak load 

and the use of algorithms for vehicle charging and 

discharging time, which will be investigated in the 

following. Concerning the connection of the electric vehicle 

to the grid, the opportunities, challenges, and executive 

structure, reference [3] after introducing electric vehicles as 

the future of the transportation industry, describes their 

challenges for the electricity industry and the vehicle to grid 

(V2G) connection and explains their requirements. In [4], 

the presence of electric vehicles with V2G system and 
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different charging strategies in the distribution network has 

been considered and it has been shown that the use of 

electric vehicles without planning and control can cause 

tension and overload. Ref. [5] addresses the generation, 

distribution, and transmission costs of a unit of electrical 

energy imposed on the electricity industry of a country and 

compares it with the income of that industry, which can play 

an effective role in the macro-planning and development of 

the electricity industry excluding government subsidies 

which can be a respectable criterion for power system with 

renewable energies. A two-stage charging strategy for 

solving electric vehicle charging control problems based on 

fuzzy control is proposed in [6], in which the optimal 

charging of each vehicle is calculated in the first stage, and 

in the second stage, the accumulated power of the first stage 

is distributed between vehicles using fuzzy control. The 

probabilistic planning of the power system in the presence 

of an electric vehicle, considering the uncertainty of 

renewable sources, has been investigated in [7] which using 

a mixed-integer linear model. In [8], the power quality 

problems of the distribution system caused by the charging 

of electric vehicles are first mentioned, and then solutions 

to solve these problems are presented. In [9], with the aim 

of energy management and minimizing the negative effects 

of the electric vehicle load pattern, a new method for 

installing solar parking lot for electric vehicles in a network 

with uncontrollable distributed resources is presented. 

Modelling and optimization of energy consumption in a 

smart home with the presence of an electric vehicle, energy 

storage, solar cell, and load response has been investigated 

in [10]. In this study, according to the importance of the 

energy management process, the performance of a smart 

home in the presence of an electric vehicle capable of 

bidirectional exchange of power with the power grid, 

energy storage system and solar panels has been modelled 

and evaluated in the framework of a linear programming. In 

[11], the economic evaluation and feasibility of using a 

photovoltaic system to supply the electrical load required 

for household use has been investigated using statistics and 

real information. The results show that the use of this 

photovoltaic system is justified. In [12] the optimal 

placement of electric vehicle charging stations in a 

distribution network considering rooftop photovoltaic 

systems has been discussed, but the cost issues related to 

this consideration have not been conducted. The authors in 

[13] present the photovoltaic rooftop and electric vehicle 

parking lot models to provide the benefit in peak load as 

well as the spinning and regulation reserves. Power 

distribution impacts considering photovoltaic and electric 

vehicles have been assessed in [14, 15]. These two studies 

show that the load supplying, and the voltage profile are 

improved, which can serve more the EV charging demand. 

In [16] a bi-directional charger for electric vehicles is 

considered which causes operational profit for distribution 

power system integrated with photovoltaic and electric 

vehicles. In previous studies, the economic evaluation and 

the costs of using the photovoltaic system in the presence of 

the electric vehicle have not been addressed, and the effect 

of renewable energy and the electric vehicle on the actual 

reduction of the cost of electric energy supply has not been 

investigated. The present paper addresses this gap by 

adopting real data.  

In this paper, with the aim of supplying the required 

energy for charging the electric vehicle, the solutions to 

reduce the costs considering the importance of 

environmental pollution have been investigated. These 

costs include the cost of electricity for charging and 

household consumption, fuel cost, emission cost, and 

maintenance cost. Furthermore, economic issues have been 

investigated in two cases of using and not using renewable 

solar energy to supply electric vehicle. Also, when 

renewable energy is used, it will be seen that by using a 

home solar power plant, the pollution and fuel cost for 

energy production can be reduced compared to the 

production of electricity by traditional power plants, and the 

challenges of charging an electric vehicle at peak times can 

be resolved.  

The rest of the paper is organized as follows. In the next 

section, the description of the problem and the modelling of 

different parts are mentioned. The costs include consumer 

cost, power system cost and solar panel energy production, 

power plant fuel cost, pollution cost, and transformer cost, 

and the results are interpreted in the next section, and the 

conclusion is presented at the end. 

2. PROBLEM DESCRIPTION 

In this study, the challenge of simultaneity of electric 

vehicle charging with the peak time of electricity 

consumption and the use of renewable energy in homes and 

the costs of consumers and the electricity distribution 

network in terms of emissions, fuel costs, and transformer 

depreciation costs have been modeled and investigated. The 

understudy system is a power distribution system and 

consists of 1000 EVs and household solar systems with 25 

kilowatts output. 

2.1. Photovoltaic System 

In this section, the costs related to the production of 

solar energy in a small domestic power plant and the power 

generation relationships of this power plant have been 

examined. The construction of a solar power plant has 

different costs according to the type of equipment and 

installation conditions. Usually, for the construction of a 

solar power plant, two types of general costs can be 

imagined, which are mentioned below. These expenses are 

related to January 2022. 

1. Cost of solar power plant equipment: Table 1 details 

the cost of each of the different parts of a small-scale 

solar power plant. 

2. Ancillary costs: This type of cost includes the variable 

costs of panel washing and maintenance during 

operation. 

One of the important parameters in photovoltaic power 

plant design calculations is the output power of the solar 

system, which is obtained from (1). 

𝑃𝑃𝑉 = 𝐸𝑃𝑉𝐸𝑖𝑛𝐴𝑃𝑉𝐺 (1) 

where Ppv is the output power of the solar system, Epv 

is the efficiency of the panel, Ein is the efficiency of the 

electric power converter, Apv is the area of the panel (m2), 

and G is the irradiance (W/m2) on the panel surface [17]. 
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Table 1: The costs of a 5-kW solar power plant at home. 

 Type of panel No. Price ($) 

1 290 W crystalline solar panel 17 166.6 

2 
5200 W, 48 V tp-series 

inverter 
1 572.6 

3 Steel structure 3 89 

4 
Electrical panel and the 

related equipment 
1 166.6 

5 Installation cost  10% of the cost 

6 Controller charger 1 463 

7 100 Ah, 48 V battery 1 187 

8 Total cost  3666-4266 $ 

According to the relationship between the output power 

of the panel, the output power depends on the parameters of 

the panel's efficiency in the ambient temperature and the 

inverter's efficiency, as well as the area of the panel and the 

intensity of sunlight [18]. There are 17 units of 290 W mono 

crystal type panels, considering 78% efficiency fore the 

whole solar system, and peak sun hour (PHS) equal to 6.5 

for Shiraz, it is possible to produce 25kWh (17*290*0.78* 

6.5) of energy for each day. If 5 kW of this power are used 

for electric vehicle charging, 20 kW can be injected into the 

main grid, which according to the tariff rate for purchasing 

electricity by the grid from domestic producers of electricity, 

below 20 kW was 0.073$/kW in the year 2022 which earns 

monthly income of about 53$ [17]. 

2.2. Electric vehicles 

The electrical energy required by electric vehicles is 

different from the gasoline fuel consumption of internal 

combustion cars. The fuel consumption of internal 

combustion vehicles with the consumption of each liter of 

fuel per 100 km is analyzed, but electric vehicles are 

measured in terms of electricity consumption per kWh, 

which some examples are presented below. 

1. Nissan Leaf consumes 10 kWh per 100 km with a 

battery capacity of 40-62 kWh. 

2. Jaguar E-Pace consumes 19 kW of energy per 100 

km with a 90-kW battery. 

3. Carmania EK1 with a 44.5-kW battery and a distance 

of 3054 km with each charge, i.e., 4.5 kW for every 100 km. 

4. Renault Zoe model 2020 with a 52-kW battery and a 

distance of 245 miles with each charge, i.e., 13.19 kW for 

every 100 kilometers 

5- Kia e-niro 2019 electric vehicle with a 64-kW 

battery and a distance of 480 km with each charge, i.e., 13.3 

kW for every 100 km. 

In this paper, on average, for every 100 kilometers of 

distance, about 14 kW consumption is considered, which 

considering a 60-kW battery and considering that the 

minimum and maximum charge is 5 and 85%, the vehicle 

with each charge can travel 342 km. 

Each type of battery has limitations based on its 

physical structure and manufacturing technology, one of 

which is the charge and discharge limit per hour, which is 

in the form of (2): 

𝑝𝑏𝑎𝑡𝑡
𝑚𝑖𝑛 ≤ 𝑝𝑏𝑎𝑡𝑡 ≤ 𝑝𝑏𝑎𝑡𝑡

𝑚𝑎𝑥 (2) 

And another variable of the battery is the state of charge, 

which is 1 in the fully charged state, and 0 in the fully 

discharged state, which is according to Eq. (3). 

𝑠𝑜𝑐ℎ = 𝑠𝑜𝑐ℎ−1 − (
𝑝𝑏𝑎𝑡𝑡

𝐸𝑏𝑎𝑡𝑡
)            h=1,2,3,….,24 (3) 

where Soch is the state of charge of the battery at hour h, 

Ebatt is the rated power of the battery.  

Since pbatt is for 24 hours, we have 

∑𝑝𝑏𝑎𝑡𝑡

𝑗

1

≤ (𝑠𝑜𝑐0 − (1 − 𝑑)) ∗ 𝐸𝑏𝑎𝑡𝑡 j=1,2,3,….,24 (4) 

D represents the maximum discharge deep of the 

battery. For instance, if D = 0.8, the battery charging should 

not be below 20% [19]. 

2.3. Distribution Transformer 

Power transformers are one of the most important and 

expensive equipment of the power system, which can be 

used for more than 40 years if properly operated [20]. The 

way of loading is the most determining factor in the lifetime 

of the transformer and the aging of its insulation, so that by 

increasing the temperature of the hot spot of the winding by 

6 points compared to its nominal value, the insulation life 

of the transformer is reduced by half. In addition, loading 

more than the nominal value of the transformer, especially 

in power transformers, can cause many risks, such as 

increasing the amount of moisture and gas production in the 

paper and oil insulation, increasing the leakage flux density 

outside the core and increasing the stress on the bushings, 

tap changer, end turns, and current transformers [21]. 

According to the standard IEEE Std.C57.91, the insulation 

life of the transformer is considered to be 180000 hours, the 

increase in the temperature of the transformer causes a 

certain amount of the life of the transformer to decrease. 

Equations (4)-(6) express the modeling of the decrease in 

life due to the increase in the temperature of the transformer 

for the reference temperature of 110℃ [22-23]. 

𝐹𝐴𝐴 = 𝑒
[
15000
𝜃ℎ−273

−
15000
383

]
 (5) 

FAA is the life reduction factor and θh is the 

temperature of the coils in K. 

In order to calculate the amount of reduction in the life 

of the transformer, it is possible to obtain the value of the 

temperature changes of the windings due to the variations 

in the transformer loading by using the relation of power 

losses in the resistance [24]. In this paper, taking into 

account solar generation and electric vehicle charging, less 

power is absorbed from the network and the load of the 2 

MWA transformer is reduced to about 12%. According to 

Fig. 1, a 10% decrease in loading reduces the temperature 

by 20%. Assuming the normal working temperature of the 

transformer, which is 110℃, the new temperature of the 

transformer is reduced and reaches 88℃. On average, 

reducing the temperature to 88℃, according to the diagram 

in Fig. 2, increases the life of the transformer by 0.1 per year, 

which adds 2 years to the total life of the transformer for a 

transformer with a life of 180,000 hours or 20 years. 
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Fig. 1: The relation between loading in p.u. and 

temperature of transformer in p.u. 

 
Fig. 2: The relation between temperature in oC and 

lifespan of transformer in p.u. 

3. Costs 

3.1. Consumer’s Costs 

Consumer costs include the fixed cost, which is the cost 

of construction of a solar power plant, and the variable costs 

include the maintenance of the solar power plant, as well as 

the costs of purchasing electricity from the grid for home 

consumption. The amount of electricity obtained from solar 

panels is deducted from the total cost and the excess energy 

obtained is sold. The cost relationship is in the form of (6): 

𝐶𝐿𝑇𝑜𝑡𝑎𝑙 = 𝐶𝐿𝑜𝑎𝑑 + 𝐶𝐶ℎ − 𝐶𝑃𝑉 
(6) 

𝐶𝑃𝑉 = 𝐶𝐴 + 𝐶𝐵 

In the mentioned equation, CL_TOTAL is the total cost of 

the consumer, CLOAD is the cost of buying electricity for 

household consumption, CCh is the cost of charging an 

electric vehicle, and CPV is the cost of producing electricity 

by solar panels.  

3.2. Power system’s Cost 

The costs are related to the production of electric 

energy and delivering it to the consumer, which include the 

cost of fuel, pollution, and distribution transformers. 

𝐶𝑇𝑜𝑡𝑎𝑙 = 𝐶𝑇𝑟 + 𝐶𝑃 + 𝐶𝐹 (7) 

where CTr is the cost of transformer, CP is the cost of 

pollution, and CF is the cost of fuel. The cost related to the 

transformer is checked in terms of the transformer’s lifespan 

according to the amount of peak loads that are applied to it. 

To elucidate, the increase in loading causes a decrease in 

lifespan and, as a result, its replacement cost, which was 

explained in the previous section. On average, the amount 

of electricity consumed by each household is 186 kWh/hour, 

which is equivalent to 6.5 kWh/day. According to the tariff 

announced in January 2021, it was on average 0.0003$ to 

0.002 $ for consumption of higher than 100 to 300 kWh, and 

this cost is for households without electric vehicles. 

 
Fig. 3: Electricity consumption peaks within the last five 

years. 

For an electric vehicle, taking into account 14 kW to 

travel every 100 km with a 60-kW battery and traveling a 

distance of 342 km with each charge, and taking into 

account the fact that the charging of the electric vehicle is 

according to the domestic tariff, an electric vehicle requires 

1800 kW/day for charging if is charged every day. 

According to the tariff of 150 Tomans, the vehicle requires 

an average of 10$  /month for charging above 30 kW. Fig. 3 

shows the consumption of electricity in the last five years. 

According to the graph, electricity consumption is at its 

highest in the hot three months of the year, which was about 

58,000 MW. But, in the year 2021, the peak of electricity 

consumption reached 62,000 MW [25]. In this paper, an 

average peak consumption of 52,000 MW is considered. 

3.3. Power Plant’s Fuel Cost 

The electricity produced in winter in the country is 

significantly more polluted than the electricity produced in 

the first nine months of the year, which is due to the multiple 

growth of liquid fuels with higher polluting capability and 

reduced gas consumption. When gas is used for heating 

homes, power plants have a shortage of gas, so they have to 

use liquid fuel. Table 2 lists the consumption of different 

types of fuel to produce one kWh of electricity in the 

average form of their consumption in the first nine months 

of the year and three months of winter, the information 

obtained for the year 2018 per kWh of electricity production 

[26]. For a 12 MW power plant, it is as shown in Table 3.  

Table 2: Amount of fuel consumption in the power plant 

for 1 kW of energy. 
Winter First nine months 

Gasoline 

(L) 

Mazut 

(L) 

Gas 

(m3) 

Gasoline 

(L) 

Mazut 

(L) 

Gas 

(m3) 

0.071 0.030 0.153 0.01 0.009 0.252 
 

Table 3: Fuel consumption for 12 MW power plant. 
Winter First nine months 

Gasoline 

(L) 

Mazut 

(L) 

Gas 

(m3) 

Gasoline 

(L) 

Mazut 

(L) 

Gas 

(m3) 

852 360 1836 120 108 3024 
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Table 4: Cost of fuel consumption for one kW. 
Fuel cost in the first nine months 

Gas 

(103m3) 
Mazut 

(103L) 
Gasoline 

(103L) 
75 42 681 

Fuel cost in winter 
Gas 

(103m3) 
Mazut 

(103L) 
Gasoline 

(103L) 
213 90 459 

Fuel cost of 12 MW for 12 months 
Gas 

(103m3) 
Mazut 

(103L) 
Gasoline 

(103L) 
30 27 756 

3.4. Pollution Cost 

Power plants need fossil fuel for power generation, 

leading to the emission of pollution. The pollutants 

produced are impose external costs to the power plant, 

which cannot be examined directly. So, the costs including 

the treatment of diseases and the costs caused by pollutants 

by destroying the environment should be investigated. 

Table 5 shows the cost of pollutants in general, which 

includes the external costs of polluting gases based on 

studies by the World Bank and Environmental Protection 

Organization in 2013 based on $/kWh [27]. 

SO2, NOX, and CO2 are the most important air 

pollutants that every year, especially in winter, cause air 

pollution and the occurrence of various diseases. Table 6 

provides the amount of pollution each of the pollutants 

cause by burning fossil fuel for electricity generation per 

unit of fuel consumed [27]. The flowchart of proposed 

model is shown in Fig.4. 

4. RESULTS AND ANALYSIS 

At first, the costs related to the combined cycle power 

plant, the household solar power plant, and the consumer's 

cost are discussed. Therefore, in the first stage, charging of 

electric vehicles without solar panels is considered.  

Objective 
functions

Start

Inputs (system data, 
costs, electric vehicle 
data, PV data, and    

Outputs and 
Discussions

Calculation 
and Results

End

 

Fig. 4: Illustrative process flowchart. 

As mentioned in the electric vehicle section, to charge 

an electric vehicle on average if it covers a distance of 

20,000 km per year, about 2800 kW of electric energy is 

needed. Considering that the vehicle is charged at home 

from 6 pm to 6 am, which coincides with the peak hours, 

the challenges of the network increase during peak hours. 

Thus, according to the graph below, the peak load reached 

more than 65,000 MW in 2021, and its minimum value is 

40,000 MW. Now, the electricity used to charge the electric 

vehicle should be added to it, and it should be emphasized 

that this amount is for one car, and if the result is checked 

for 1000 vehicle, it is expressed in the form of Table 7. (The 

amount of peak consumption is considered to be 52500 MW 

per year on average.) 

As it is clear from Table 7, with the presence of 1000 

electric vehicles, gas fuel consumption increased by 

635,600 m3, and fuel consumption increased by 39,200 

liters and diesel by 70,000 liters, and the pollutants are also 

according to Table 8. 

Now, considering the solar system for charging the 

vehicle in such a way that the battery is used to store energy 

for charging the vehicle, and even if more energy can be 

used for the peak hour of consumption with more batteries, 

solar power plant supplies about 7.3 MW to the power 

system on average. And, if it is considered for 1000 houses, 

it will be about 7300 MW. The description of costs is 

according to Table 9. The cost of pollutants with the 

presence of solar cells is shown in Table 10. 

Generally, the total cost of fuel and emissions without 

using the solar power plant system and with the presence of 

an electric vehicle is $212,737.72 per year, and when a 5-

kW home power plant is used, the costs reach $102,381.55 

per year, which saves 110,356.17 $ for the network. By 

reducing the load on the transformer by about 12%, the 

temperature of the transformer winding decreases by about 

20%, after which 0.1% is added to the insulation life of the 

transformer. In other words, the insulation life of the 

transformer is added 2 years on top of its lifespan of 20 

years. According to the price of 2000 KVA transformer 

which is 21387 $ in 2023, with the increase of 2 years 

insulation lifespan of the transformer, 2138.7 $ will be 

saved economically for each stage of transformer 

replacement. The power system owner can support 

domestic electricity producers by using incentive schemes 

such as loans with low interest, support schemes, buying 

electricity with a more expensive tariff, can make it 

attractive more for small scale producers to solve the 

overload challenge created by electric vehicles. 

Table 5: The cost of pollutants based on $/kWh. 
 NOX SO2 CO2 

Combined cycle power plant 0.0004 0.00045 0.0011 

Table 6: Emissions production rate for each type of fuel 

and for each unit of fuel. 

 

NOX 

(g per unit 

of fuel) 

SO2 

(g per unit 

of fuel) 

CO2 

(g per unit 

of fuel) 

Gasoline 19 8.7 2900 

Natural gas 7 0 210 

Mazut 9 5.4 3900 
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Table 7: The amount of fuel consumption in peak load 

with and without an electric vehicle. 
Fuel consumption during 

peak load 

Fuel consumption during peak 

load and charging of 1000 vehicles 
 

Gasoline Mazut Gas Gasoline Mazut Gas  

1382.5 7742 12553.1 1313.5 735 11917.5 
1000 

Liter 

0.94 0.51 8.57 0.89 0.51 11.47  $ 

 

 

Table 8: Pollutants for charging the vehicles. 

Pollution produced in the presence of 1000 electric vehicles 

 NOX CO2 SO2 

Gas 83422500 2507675000 0 

Mazut 107257500 46478250000 64354500 

Gasoline 226432500 34560750000 103683250 

Cost ($) 21000 57750 23625 

 

 

Table 9: Costs considering household solar power plant. 

 Gas Mazut Gasoline 

Fuel consumption (L) 10260400 632800 1120000 

Cost ($) 701.12 432.4 765.3 

 

Table 10: The cost of pollution with the presence of a 

solar power plant. 

Amount of pollution produced in the presence of the solar cell 

 NOX CO2 SO2 

Gas 71822800 2154684000 0 

Mazut 5695300 2467920000 3417120 

Gasoline 21280000 3248000000 9764000 

Cost ($) 18080 49720 30340 

5. CONCLUSION 

In this paper, economic studies related to the use of 

household power plants and its effect overall network costs 

with the presence of electric vehicles were investigated. As 

the results show, when the solar power plant is used, not 

only the cost of fuel, pollution and maintenance of the 

power plant is reduced, but also two years are added to the 

lifespan of the transformer compared to the state without the 

solar system. On the other hand, consumer expenses are also 

reduced and can have income. Finally, as it can be seen in 

the results, from the economic point of view, the use of 

household solar power plant is appropriate choice, and it is 

about 112,494.87 dollars more economical than the system 

without solar system. 
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Abstract: A two-layer combined control method is developed for a four-leg Distribution Static Synchronous Compensator 

(DSTATCOM). The method aims at harmonics reduction, demand-generation equilibrium, power factor modification, 

voltage adjustment, and neutral current modification in a 3ph 4-wire distribution system. In the first layer, a recursive 

Least Error Square algorithm (RLES) based on a new fuzzy logic-based variable forgetting factor is used for Real-time 

estimation of voltage and current signals and their constituting components. The second layer’s duty is to extract the 

reference currents using the outputs of the first layer. Besides the high accuracy and convergence speed, the suggested 

algorithm is independent of coordinate transformations and complex computation when attempting to derive the 

reference currents of DSTATCOM. To enhance the dynamic performance of DSATATCOM, an adaptive hysteresis band 

current controller was utilized to generate switching signals. The effectiveness of the presented control strategy was 

verified via simulation studies implemented in MATLAB/Simulink environment. 

 

Keywords: DSTATCOM, power quality, recursive least error square, fuzzy logic variable forgetting factor, adaptive hysteresis 

band current control. 
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1. INTRODUCTION 

Exponentially-increasing deployment of nonlinear loads 

has led to an elevation in the level of harmonic pollutions in 

the power grid, which creates many problems for 

performance, protection and control of electrical facilities. 

Nonlinear loads contain harmonic contents and draw reactive 

power from AC mains, causing power quality issues, 

especially voltage harmonics at the Point of Common 

Coupling (PCC), and thus, disrupting the load joined to the 

PCC [1, 2]. Harmonic estimation is one of the major aims of 

control systems. However, harmonic measurement is difficult 

because a majority of harmonic causes are inherently 

dynamic and contain voltage/current signals that vary over 

time. Thus, harmonic components should be estimated fast 

and accurately. This justifies the use of estimation algorithms 

which have less complexity for the real-time implementation 

[3].  

Phase Lock Loops (PLL)-based control algorithms [4-6] 

are conventional methods for estimating harmonic 

components of disturbed power signals. However, under 

unbalanced or disturbed voltage conditions, PLL shows a 

phase delay, which leads to a slow response and equipment 

failure in the power system. Many researchers have 

investigated different solutions for PLL tracking capability 

and performance improvement, such as Delay-Based PLLs 

[7] and Frequency Fixed Second-Order Generalized 

Integrator- based PLL (FFSOGI-PLL) [8]. In general, a trade-

off between fast tracking and proper filtering is applied in the 

PLL optimization methods. Most of these methods are very 

sensitive to harmonic distortions. Subsequently, achieving 

fast tracking and strong robustness against dynamic changes 

of harmonics, simultaneously, seems to be very challenging.    

             Check for 
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In general, advanced signal processing methods are 

presented either in time or frequency domain strategies for the 

appropriate operation of a DSTATCOM control system. 

Frequency-domain strategies, such as Discrete Fourier 

Transform (DFT) [9] and Kalman Filter (KF) [10] generally 

show a slow time response and cannot track harmonic 

variations suitably. However, time-domain strategies, like 

Instantaneous Reactive Power Theory (IRPT) [11] and 

synchronous reference frame theory (SRFT) [12] show a 

better dynamic response and have effective compensation 

performance during different operation cases. Traditionally, 

Phase Lock Loops (PLL) are used to detect harmonic 

elements in disrupted power signals. When the voltage is 

unbalanced or disturbed, PLL can experience delays in phase, 

leading to slow reactions and potential system failures. 

Typically, PLL optimization involves balancing quick 

detection and effective filtration, which is tricky since these 

methods often struggle with harmonic distortions. Therefore, 

finding a solution that quickly tracks changes while also 

being resilient to harmonics is quite a challenge [13, 14]. 

Most of the advanced filtering control methods of 

DSTATCOM, such as the Least-Mean-Square algorithm 

(LMS) [15] and the Adaptive Notch Filter (ANF) [16] are 

accurate and represent appropriate dynamic responses, but 

introduce slow convergence speed. The authors in [17] 

propose the Amplitude Adaptive Notch Filter (AANF) 

strategy as a control system for DSTATCOM to address 

deficiencies in the ANF control method. This method focuses 

on extracting reference signals in unbalanced and distorted 

networks. While successful in generating reference currents, 

it falls short in providing a rapid and precise response to the 

system's dynamics. Least Error Square (LES) method is 

another advanced control algorithm which is identified as an 

effective control technique for extracting reference sinusoidal 

components from distorted input signals [18-21]. A fast 

control scheme relying on the LES filter with a fixed window 

length was proposed for a Dynamic Voltage Restorer (DVR) 

control system in [18]. The control strategy estimates the load 

and source voltages. A novel Software Phase-Locked Loop 

(SPLL) control algorithm of DVR was proposed [19] based 

on non-recursive LES filters and realized in the ‘abc’ 

reference frame and entails a high computational burden. 

Recursive Least Error Square (RLES) algorithm has been 

introduced in [22, 23] as a useful fast and robust algorithm 

because it shows acceptable convergence speed and the 

harmonic estimated values are updated recursively as soon as 

signal samples are acquired. RLES can be used in a power 

system with time-varying loads because these changes create 

different types of nonlinearity and harmonics with varying 

amplitudes and phase angles, and harmonic estimated values 

need to be updated according to the recent signal samples 

[24]. The accuracy and convergence speed of RLES 

algorithm are in proportion to the value of forgetting factor. 

RLES with a fixed forgetting factor fails to properly track 

time-varying parameters that have large oscillations. So, an 

adaptive approach should be incorporated in the estimation 

process to obtain a Variable Forgetting Factor (VFF) [25-27]. 

The following presents some of the recent papers that have 

adopted VFF in various applications of electrical engineering. 

Reference [28] suggests a VFF Recursive Least Squares 

(RLS) parameter identification approach to precisely 

determine the parameters used in modelling the lithium 

battery in real-time. The method utilizes the terminal voltage 

of the system identification parameter and the measurement 

terminal voltage to create a window for error calculation. It 

then dynamically adjusts the forgetting factor based on the 

error, thereby enhancing the accuracy of system parameter 

identification through the least square method. The 

researchers adopted a VFF-RLS method to identify 

parameters and employed a mixture of covariance square root 

and noise statistics estimation methods so that the state of 

charge of batteries are obtained. This approach addressed the 

issue of dispersion in the unscented Kalman filter and the 

problem of the error covariance increasing indefinitely during 

iterative calculations, thereby ensuring accurate estimation of 

the state of charge [29]. The VFF-RLS method, as proposed 

in reference [30], incorporates a least square approach with 

forgetting factors to estimate the electrical parameters of a 

basic electrical model. A variable-rate forgetting factor was 

devised for the purpose of parameter identification in time-

varying systems using recursive least squares. This factor 

employs the F-test to make a comparison between the 

variance of one-step prediction errors in the short and long 

terms for RLS [31]. Reference [32] proposed a methodology 

for parameter identification in the variable forgetting factors 

recursive least squares algorithm using global mean particle 

swarm optimization. Next, it suggested a global particle 

swarm optimization search mechanism that focuses on 

variable time double extended Kalman filtering. The 

contribution of this paper includes real-time realization of a 

developed two-layer method relying on the combination of 

VFF-RLES algorithm as the first layer and an algorithm for 

reference current extraction for the DSTATCOM control 

system as the second layer. In the first layer, the weights are 

updated using a new robust Fuzzy Inference System (FIS)-

VFF-RLES algorithm. Therefore, amplitude and phase angle 

of the fundamental and selected harmonic terms of three-

phase voltages and currents are estimated separately from the 

updated weights without a significant delay. In the second 

layer, the calculated amplitudes and phase angles help extract 

the current reference for DSTATCOM controller. Moreover, 

an Adaptive Hysteresis Band Current (AHBC) controller has 

been employed to produce switch signals and thus boost the 

dynamic performance of the DSATATCOM. The proposed 

control scheme allows DSTATCOM to detect and 

compensate harmonics with a high accuracy and appropriate 

convergence speed without losing the robustness against 

harmonics under linear and nonlinear loads.  In the remaining 

of the paper, Section 2 introduces the DSTATCOM 

configuration in a three-phase four-wire distribution system. 

In Section 3, the suggested RLES control scheme and its 

formulations along with the AHBC controller are described 

to achieve the appropriate switching signals. In Section 4, the 

control system is tested to investigate the performance of the 

control strategy. The control design employed for 

DSTATCOM under different load conditions in MATLAB 

software is evaluated in Section 5. Finally, a conclusion is 

presented in the last section. 

2. SYSTEM CONFIGURATION 

Fig. 1 shows the layout of a 3ph 4-wire DSTATCOM 

with a four-leg Voltage Source Converter (VSC). As is 

observed, eight IGBT-based switches are turned on/off based 

on the control strategy of DSTATCOM. The system includes  
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Fig. 1: Connection of a 4-wire DSTATCOM to the 

distribution network. 

 

a three-phase voltage source with a source resistance (𝑅𝑠) and 

a source inductance (𝐿𝑠). A four-leg VSC with a DC-link 

capacitor is connected using interfacing inductors (𝐿𝑓, 𝐿𝑛) so 

that high-frequency ripples are cancel out from the source 

currents. Three legs of the VSC are in connection with the 

PCC and the remaining leg is in connection with the neutral 

terminal of the load and source to compensate neutral current. 

An appropriately fixed capacitor (𝐶𝑑𝑐) is in joined to the DC 

link of the VSC to damp the transients. An RC filter (𝑅𝑓, 𝐶𝑓) 

linked to PCC filters high-frequency ripples from the terminal 

voltage [33-35]. Various topologies exist for three-phase 

four-wire DSTATCOM, including the four-leg voltage 

source converter (VSC), capacitor midpoint VSC, and H 

Bridge VSC configurations. Among these, the four-leg VSC 

topology is selected for DSTATCOM applications due to its 

advantages in simplicity and reliability of control, reduced 

requirement for solid-state devices, and effective neutral wire 

current compensation [36]. 

3. PROPOSED CONTROL SCHEME 

3.1. Recursive Least Error Square Algorithm 

For power quality purposes, an advanced amplitude, 

phase and frequency detecting algorithm is required to derive 

active and reactive components of the input signals. In 

general, the input signal of control system of DSTATCOM is 

defined as: 

𝑦𝛼(𝑡) =∑𝐴𝑖𝛼 𝑠𝑖𝑛( 𝑖𝜔0𝑡 + 𝜑𝑖𝛼) + 𝐴𝑑𝑐𝛼𝑒
−
𝑡
𝜏; 𝛼 = 𝑎, 𝑏, 𝑐

𝑛

𝑖=1

 (1) 

where i  represents the order of harmonic components, 
i

A


 

is the corresponding amplitude of each phase component, 𝜑𝑖𝛼 

is the initial angle, 𝑒−
𝑡

𝜏is the dc offset term, and 𝜔0is the 

fundamental angular frequency. The main aim of the RLES 

algorithm here is the estimation of the unknown parameters 

(𝐴𝑖𝛼,𝜑𝑖𝛼, 𝐴𝑑𝑐𝛼). The estimation must be exact and not 

sensitive to harmonics, inter-harmonics, and noise. In 

addition, the proposed RLES algorithm is able to operate 

under small frequency deviations on the supply side because 

the frequency deviation in the power system is less than 0.2 

Hz, whereas the sampling frequency can be about 10 kHz. 

This makes the algorithm fast and reliable in the case of small 

frequency deviations. 

Considering 𝑦𝑎(𝑡) as the input signal which is sampled 

at a preselected rate (𝛥𝑡 ), then 𝑀 samples are obtained as  (2) . 

The, (2) is written in matrix form as (3). 

 

{
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 𝑦𝑎(𝑡) = 𝐴1𝑎 𝑐𝑜𝑠 𝜑1𝑎 𝑠𝑖𝑛(𝜔0𝑡) + 𝐴1𝑎 𝑠𝑖𝑛 𝜑1𝑎 𝑐𝑜𝑠(𝜔0𝑡) +∑𝐴𝑖𝑎 𝑐𝑜𝑠 𝜑𝑖𝑎 𝑠𝑖𝑛( 𝑖𝜔0𝑡) +∑𝐴𝑖𝑎 𝑠𝑖𝑛 𝜑𝑖𝑎 𝑐𝑜𝑠( 𝑖𝜔0𝑡)

𝑛

𝑖=2

𝑛

𝑖=2

+ 𝐴𝑑𝑐 −
𝐴𝑑𝑐
𝜏
𝑡

𝑦𝑎(𝑡 − 𝛥𝑡) = 𝐴1𝑎 𝑐𝑜𝑠 𝜑1𝑎 𝑠𝑖𝑛𝜔0 (𝑡 − 𝛥𝑡) + 𝐴1𝑎 𝑠𝑖𝑛 𝜑1𝑎 𝑐𝑜𝑠 𝜔0 (𝑡 − 𝛥𝑡) +∑𝐴𝑖𝑎 𝑐𝑜𝑠 𝜑𝑖𝑎 𝑠𝑖𝑛 𝑖 𝜔0(𝑡 − 𝛥𝑡)

𝑛

𝑖=2

+∑𝐴𝑖𝑎 𝑠𝑖𝑛 𝜑𝑖𝑎 𝑐𝑜𝑠 𝑖 𝜔0(𝑡 − 𝛥𝑡)

𝑛

𝑖=2

+ 𝐴𝑑𝑐 −
𝐴𝑑𝑐
𝜏
(𝑡 − 𝛥𝑡)

.

.

.
𝑦𝑎[𝑡 − (𝑀 − 1)𝛥𝑡] = 𝐴1𝑎 𝑐𝑜𝑠 𝜑1𝑎 𝑠𝑖𝑛 𝜔0 [𝑡 − (𝑀 − 1)𝛥𝑡] + 𝐴1𝑎 𝑠𝑖𝑛 𝜑1𝑎 𝑐𝑜𝑠 𝜔0 [𝑡 − (𝑀 − 1)𝛥𝑡]

+∑𝐴𝑖𝑎 𝑐𝑜𝑠 𝜑𝑖𝑎 𝑠𝑖𝑛 𝑖 𝜔0[𝑡 − (𝑀 − 1)𝛥𝑡] +∑𝐴𝑖𝑎 𝑠𝑖𝑛 𝜑𝑖𝑎 𝑐𝑜𝑠 𝑖 𝜔0(𝑡 − 𝛥𝑡)

𝑛

𝑖=2

𝑛

𝑖=2

+𝐴𝑑𝑐 −
𝐴𝑑𝑐
𝜏
[𝑡 − (𝑀 − 1)𝛥𝑡]

 (2) 

 

 
[𝑌𝑎]𝑀×1 = [𝐴𝑎]𝑀×2𝑛+2 × [𝑋𝑎]2𝑛+2×1 

[𝑋𝑎] = [𝐴1𝑎 𝑐𝑜𝑠 𝜑1𝑎 𝐴1𝑎 𝑠𝑖𝑛 𝜑1𝑎 . . . 𝐴𝑛𝑎 𝑐𝑜𝑠 𝜑𝑛𝑎 𝐴𝑛𝑎 𝑠𝑖𝑛 𝜑𝑛𝑎 𝐴𝑑𝑐
𝐴𝑑𝑐
𝜏
] 

[𝑌𝑎] = [𝑦𝑎(𝑡) 𝑦𝑎(𝑡 − 𝛥𝑡) . . . 𝑦𝑎[𝑡 − (𝑀 − 1)𝛥𝑡]𝑇 

[𝐴𝑎] = [

𝑠𝑖𝑛(𝜔0𝑡) 𝑐𝑜𝑠(𝜔0𝑡) ⋯ 𝑠𝑖𝑛 𝑛 (𝜔0𝑡) 𝑐𝑜𝑠 𝑛 (𝜔0𝑡) 1 𝑡
𝑠𝑖𝑛 𝜔0 (𝑡 − 𝛥𝑡) 𝑐𝑜𝑠 𝜔0 (𝑡 − 𝛥𝑡) ⋯ 𝑠𝑖𝑛 𝑛𝜔0(𝑡 − 𝛥𝑡) 𝑐𝑜𝑠 𝑛𝜔0(𝑡 − 𝛥𝑡) 1 𝑡 − 𝛥𝑡

⋮ ⋮ ⋱ ⋮ ⋮ ⋮ ⋮
𝑠𝑖𝑛 𝜔0 [𝑡 − (𝑀 − 1)𝛥𝑡] 𝑐𝑜𝑠 𝜔0 [𝑡 − (𝑀 − 1)𝛥𝑡] ⋯ 𝑠𝑖𝑛 𝑛𝜔0[𝑡 − (𝑀 − 1)𝛥𝑡] 𝑐𝑜𝑠 𝑛𝜔0[𝑡 − (𝑀 − 1)𝛥𝑡] 1 𝑡 − (𝑀 − 1)𝛥𝑡

] 

(3) 
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The solution of (3), based on the least error square method, 

is calculated by: 

[𝑋𝑎] = [[𝐴𝑎]
𝑇 × [𝐴𝑎]]

−1
× [𝐴𝑎]

𝑇 × [𝑌𝑎] (4) 

To implement (4) in a recursive mode and to estimate 

the desired parameter by RLES algorithm, the following 

error function should be minimized in each iteration: 

𝐸(𝑛) =∑{𝜆𝑛−𝑖𝑒2(𝑖)}

𝑛

𝑖=1

 (5) 

where (0,1] is the forgetting factor which adapts 

the parameters according to the input signal variations.  

According to (5), the updated parameter vector can be 

found as follows: 

�̂�(𝑘) = �̂�(𝑘 − 1) + 𝜇(𝑘)𝑒(𝑘)                            (6) 

where the error is  

𝑒(𝑘) = 𝑦(𝑘) − �̂�𝑇(𝑘 − 1)𝑋(𝑘)                 (7) 

The gain 𝜇(𝑘) is the covariance of parameter vector 

as: 

𝜇(𝑘) = 𝑅(𝑘 − 1)𝑋(𝑘)[𝜆 + 𝑋𝑇(𝑘)𝑅(𝑘 − 1)𝑋(𝑘)]−1 (8) 

𝑅(𝑘) =
1

𝜆
[𝑅(𝑘 − 1) − 𝜇(𝑘)𝑋𝑇(𝑘)𝑅(𝑘 − 1)] (9) 

Equations (6)-(9) are estimated by the following initial 

values:  

�̂�(−1) = 0, 𝑅 = 𝜋0𝐼, where 𝑅 is the initial covariance 

matrix, 𝜋0 is a large number, and 𝐼 is a square identity 

matrix [22]. 

Note that 𝜋0 influences the convergence gain; faster 

convergence can be achieved by choosing a larger𝜋0. The 

convergence speed and tracking capability of RLES 

algorithm are directly related to the initial values and the 

forgetting factor (𝜆). Forgetting factor highly impacts the 

estimation speed of RLES algorithm and the proper value is 

chosen considering the convergence speed and tracking 

capability [25]. A smaller value of 𝜆 leads to a faster 

estimation speed, however, inappropriate tracking 

capability. On the other hand, a larger value of 𝜆 (close to 

1) represents an appropriate tracking capability with the 

reduced convergence speed. Consequently, this problem 

can be addressed by a time-varying adaptive control method 

for the selection of forgetting factor during both steady-state 

and dynamic situations where the system parameters are 

changed abruptly. Since FIS theory does not rely on the 

mathematical formulation of the object to be controlled, and 

is robust than the traditional control methods, a FIS-based 

VFF (𝜆) is developed in this paper and an appropriate 

forgetting factor is chosen by a FIS so that higher 

convergence rate and lower steady-state oscillation are 

achieved. 

Here, the squared error 𝑒2(𝑘) and its variation 

𝛥𝑒2(𝑘) = |𝑒2(𝑘) − 𝑒2(𝑘 − 1)| are considered as input 

variables of the fuzzy logic control system at the kth 

iteration and 𝜆 = 𝐹𝐼𝑆[𝑒2(𝑘), 𝛥𝑒2(𝑘)] is considered as the 

output. Four triangle Membership Functions (MFs), Very 

Large (VL), Large (L), Medium (M), and Small (S), are 

selected as the input and output variables (Fig. 2). A set of 

fuzzy IF–THEN rules are established in Table 1 which 

come from a combination of a small value of 𝜆 during 

transient conditions (for the improvement of the RLES 

estimation speed) and a fixed (near to 1) in steady state 

conditions. 

The MFs of the input and output variables are chosen 

in a way that they are not influenced by the noise of the input 

signal. In general, MFs of the proposed FIS-VFF is tuned 

based on the fast transient performance, steady state 

response, and noise rejection capability. The suggested 

method allows for the efficient and accurate estimation of 

frequency components in the observed signal, adapting to 

changes in frequency both during steady-state and transient 

circumstances. 

Having updated unknown parameter vectors using the 

proposed algorithm, the amplitude and phase angle of each 

harmonic component is evaluated as follows: 

{
𝐴𝑖 = √(𝐴𝑖 𝑐𝑜𝑠 𝜑𝑖)

2 + (𝐴𝑖 𝑠𝑖𝑛 𝜑𝑖)
2

𝜑 = 𝑎𝑟𝑐𝑡𝑎𝑛(𝐴𝑖 𝑠𝑖𝑛 𝜑𝑖 , 𝐴𝑖 𝑐𝑜𝑠 𝜑𝑖)
 (10) 

The main term of the input signal can be represented as 

𝑦1 = 𝐴1 𝑠𝑖𝑛 𝜑1 (11) 

For simplification of the proposed algorithm, only 

fundamental, fifth, and seventh harmonic terms are 

considered in the calculations. 

 
 

 

 
Fig. 2: The MFs of inputs and output. 
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TABLE 1: Fuzzy decision table. 

      ∆e2 

 

e2 

S M L VL 

S VL VL VL L 

M L L M M 

L M M S S 

VL S S S S 

Subsequent harmonic elimination/extraction and 

subsequent harmonic analysis are both possible with the 

assistance of this algorithm, which ensures the rapid and 

accurate extraction of individual harmonics. Furthermore, 

this structure is insensitive to different load and grid 

conditions, and does not require any synchronizing tools 

such as PLL.   

3.2. Proposed Compensation Strategy 

The inputs to this section are the calculated amplitude 

and phase angle of the fundamental components of the 

measured voltage and current which are calculated by the 

VFF-RLES in Section 3.1. 

The fundamental component of line current, 𝑖𝑏(𝑡) , is 

divided into active current, 𝑖𝑏𝑎(𝑡)  and the reactive current, 

𝑖𝑏𝑟(𝑡) : 

𝑖𝑏(𝑡) = 𝑖𝑏𝑎(𝑡) + 𝑖𝑏𝑟(𝑡) (12) 

Equation (13) expresses the active and reactive currents 

of (12): 

{
𝑖𝑏𝑎(𝑡) = 𝐼𝑚 cos(𝜑𝑖 − 𝜑𝑣). sin(𝜑𝑣)

𝑖𝑏𝑟(𝑡) = 𝐼𝑚 sin(𝜑𝑖 − 𝜑𝑣). cos(𝜑𝑣)
 (13) 

where 𝐼𝑚is the amplitude of 𝑖𝑏(𝑡) , i
 is the total phase 

angle of 𝑖𝑏(𝑡) , and 𝜑𝑣represents the total phase angle of the 

fundamental component of relative phase-to-ground 

voltage. By re-arranging (13) for three phases: 

{

𝑖𝑎𝑎(𝑡) = [𝐼𝑚𝑎 𝑐𝑜𝑠(𝜑𝑖𝑎). 𝑐𝑜𝑠(𝜑𝑣𝑎) + 𝐼𝑚𝑎 𝑠𝑖𝑛(𝜑𝑖𝑎). 𝑠𝑖𝑛(𝜑𝑣𝑎)]. 𝑠𝑖𝑛(𝜑𝑣𝑎)
𝑖𝑎𝑏(𝑡) = [𝐼𝑚𝑏 𝑐𝑜𝑠(𝜑𝑖𝑏). 𝑐𝑜𝑠(𝜑𝑣𝑏) + 𝐼𝑚𝑏 𝑠𝑖𝑛(𝜑𝑖𝑏). 𝑠𝑖𝑛(𝜑𝑣𝑏)]. 𝑠𝑖𝑛(𝜑𝑣𝑏)
𝑖𝑎𝑐(𝑡) = [𝐼𝑚𝑐 𝑐𝑜𝑠(𝜑𝑖𝑐). 𝑐𝑜𝑠(𝜑𝑣𝑐) + 𝐼𝑚𝑐 𝑠𝑖𝑛(𝜑𝑖𝑐). 𝑠𝑖𝑛(𝜑𝑣𝑐)]. 𝑠𝑖𝑛( 𝜑𝑣𝑐)

 (14) 

and: 

{

𝑖𝑟𝑎(𝑡) = [𝐼𝑚𝑎 𝑠𝑖𝑛(𝜑𝑖𝑎). 𝑐𝑜𝑠(𝜑𝑣𝑎) − 𝐼𝑚𝑎 𝑐𝑜𝑠(𝜑𝑖𝑎). 𝑠𝑖𝑛(𝜑𝑣𝑎)]. 𝑐𝑜𝑠(𝜑𝑣𝑎)
𝑖𝑟𝑏(𝑡) = [𝐼𝑚𝑏 𝑠𝑖𝑛(𝜑𝑖𝑏). 𝑐𝑜𝑠(𝜑𝑣𝑏) − 𝐼𝑚𝑏 𝑐𝑜𝑠(𝜑𝑖𝑏). 𝑠𝑖𝑛(𝜑𝑣𝑏)]. 𝑐𝑜𝑠(𝜑𝑣𝑏)
𝑖𝑟𝑐(𝑡) = [𝐼𝑚𝑐 𝑠𝑖𝑛(𝜑𝑖𝑐). 𝑐𝑜𝑠(𝜑𝑣𝑐) − 𝐼𝑚𝑐 𝑐𝑜𝑠(𝜑𝑖𝑐). 𝑠𝑖𝑛(𝜑𝑣𝑐)]. 𝑐𝑜𝑠( 𝜑𝑣𝑐)

 (15) 

In addition, the amplitude of phase voltage (
t

V ), in-

phase unit templates (𝑢𝑎𝑝, 𝑢𝑏𝑝, 𝑢𝑐𝑝), and quadrature unit 

templates (𝑢𝑎𝑞 , 𝑢𝑏𝑞, 𝑢𝑐𝑞) are evaluated by the fundamental 

component of PCC voltage driven by the RLES algorithm 

[37, 38]. According to reference [39], the angle φ itself is a 

function of t, but in the article, to avoid lengthening the 

equations, we only mention it with the symbol (φ). 

The proposed RLES algorithm can be incorporated in 

many operation states of the DSTATCOM, like power 

factor modification, zero-voltage adjustment, load 

equilibrium, and current harmonic removal. 

3.3. Power Factor Correction (PFC) operation of 

DSTATCOM 

The compensatory method for the PFC operation 

involves injecting the average active term of the load 

current, besides the active power term, so that the 

magnitude of the DC bus voltage is adjusted to the desired 

magnitude.   

The active power term of the load current should have 

an identical amplitude across all phases. This can be 

determined using (14) to ensure imbalances are cancelled 

out from the reference source currents. The mean magnitude 

of the active term of load currents will be calculated as: 

𝐼𝑎𝑑(𝑡) = (𝑖𝑎𝑎(𝑡) + 𝑖𝑎𝑏(𝑡) + 𝑖𝑎𝑐(𝑡))/3 (16) 

A self-supporting DC bus capacitor is in connection 

with the DC side of the VSC and its voltage controlled by a 

PI controller to compensate for active power losses in the 

DSTATCOM. The output of PI (proportional– integral) 

controller of the dc bus voltage of the DSTATCOM is taken 

as the loss term of the current (𝐼𝑙𝑜𝑠𝑠). 

The magnitude of the reference source active current is 

determined via summing the fundamental active power term 

of the load currents with the current's loss term: 

𝐼𝑎𝑠(𝑡) = 𝐼𝑎𝑑(𝑡) + 𝐼𝑙𝑜𝑠𝑠 (17) 

The magnitude of reference source currents is 

multiplied by in-phase unit templates to produce the 

instantaneous reference source currents: 

𝑖𝑠𝑎𝑝
∗ = 𝐼𝑎𝑠 ∗ 𝑢𝑎𝑝, 𝑖𝑠𝑏𝑝

∗ = 𝐼𝑏𝑠 ∗ 𝑢𝑏𝑝, 𝑖𝑠𝑐𝑝
∗ = 𝐼𝑐𝑠 ∗ 𝑢𝑐𝑝 (18) 

These generated reference active source current 

components are in-phase with the phase voltages for power 

factor correction operation. Thereby, the reactive power 

demand of the load is fully fed via the DSTATCOM. 

3.4. Zero Voltage Regulation (ZVR) operation of 

DSTATCOM 

The compensatory approach for the ZVR operation 

assumes that the source provides equivalent active current 

components in addition to the total of reactive current 

components, which is evaluated by (15), and the component 

found from a PI controller (𝐼𝑣𝑡) utilized for adjusting the 

voltage at PCC. The magnitude of AC terminal voltage (𝑉𝑡) 
at the PCC’s voltage is regulated to the reference voltage 

(𝑉𝑡
∗) by the PI controller.  

The average amplitude of the reactive power term of 

the load currents will be obtained as: 

𝐼𝑟𝑞(𝑡) = (𝑖𝑟𝑎(𝑡) + 𝑖𝑟𝑏(𝑡) + 𝑖𝑟𝑐(𝑡))/3 (19) 

In addition, the output of the PI controller of the PCC 

voltage is the reactive power term used for regulating the 

PCC voltage at the load terminals.  

The calculation for determining the total reactive 

current term of the reference source currents involves 

deducting the average fundamental reactive current term 

from the reactive power component: 

𝐼𝑟𝑠(𝑡) = −𝐼𝑟𝑞(𝑡) + 𝐼𝑣𝑡(𝑡) (20) 
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The reference reactive source current components 

which are in quadrature with the three phase voltages are 

estimated as: 

𝑖𝑠𝑎𝑞
∗ = 𝐼𝑟𝑠 ∗ 𝑢𝑎𝑞, 𝑖𝑠𝑏𝑞

∗ = 𝐼𝑟𝑠 ∗ 𝑢𝑏𝑞 , 𝑖𝑠𝑐𝑞
∗ = 𝐼𝑟𝑠 ∗ 𝑢𝑐𝑞 (21) 

Finally, the reference source currents are expressed by 

summing the active and reactive reference terms of the 

source currents for each of the three phases: 

𝑖𝑠𝑎
∗ = 𝑖𝑠𝑎𝑝

∗ + 𝑖𝑠𝑎𝑞
∗ , 𝑖𝑠𝑏

∗ = 𝑖𝑠𝑏𝑝
∗ + 𝑖𝑠𝑏𝑞

∗ , 𝑖𝑠𝑐
∗

= 𝑖𝑠𝑐𝑝
∗ + 𝑖𝑠𝑐𝑞

∗  
(22) 

The reference current for the source neutral current is 

assumed zero: 

𝑖𝑠𝑛
∗ = 0 (23) 

A comparison is made between the derived reference 

source currents (𝑖𝑠𝑎
∗ , 𝑖𝑠𝑏

∗ , 𝑖𝑠𝑐
∗ ) and the corresponding 

measured source currents (𝑖𝑠𝑎, 𝑖𝑠𝑏, 𝑖𝑠𝑐), where the error is 

applied to the current controller to produce the gate signals 

for the DSTATCOM switches.   

Fig. 3 shows the compensation strategy.  

3.5. Switching Algorithm 

Fig. 2 compares the measured source currents 

(𝑖𝑠𝑎, 𝑖𝑠𝑏, 𝑖𝑠𝑐) and the estimated reference source currents 

(𝑖𝑠𝑎
∗ , 𝑖𝑠𝑏

∗ , 𝑖𝑠𝑐
∗ ), where the error signals are applied to the 

adaptive hysteresis band current controller to produce the 

gating signals for insulated gate bipolar transistor (IGBT) 

switches of the VSC-based DSTATCOM.   

The hysteresis band current control technology has 

been extensively adopted for active power filters. The 

hysteresis band current control exhibits inherent stability, 

rapid response, and high precision. However, the standard 

hysteresis technique also has various drawbacks, including 

an asymmetrical switching frequency that results in acoustic 

noise and additional switching losses. Narrow bandwidth 

results in a fast and fairly tracking of currents, while 

significantly raising the switching frequency. A wide 

bandwidth also does not offer an accurate tracking and may 

cause instability. To avoid these drawbacks, a system is 

equipped with an adjustable hysteresis band. This enables 

the hysteresis band to be adjusted based on the system 

characteristics so that a nearly constant switching frequency 

is preserved.  

For almost constant switching frequency, the hysteresis 

band will be: 

𝐻𝐵 =
𝑉𝑑𝑐

8. 𝑓𝑐 . 𝐿𝑓
[1 −

4𝐿2

𝑉𝑑𝑐
2 (
𝑉𝑠(𝑡)

𝐿𝑓
+𝑚)2] (24) 

where 𝑓𝑐 is the modulation frequency and 𝑚 =
𝑑𝑖𝑠𝑎
∗

𝑑𝑡
 

shows the slope of command current wave. Adaptive 

hysteresis band changes the hysteresis bandwidth (HB) 

based on the modulation frequency, supply voltage, dc 

capacitor voltage, and slope of the source reference current. 

Moreover, modulation can be applied to it to manage the 

switching scheme of the inverter [40, 41].  

Power circuit parameters including DC bus voltage, 

AC inductors, and the VSC in three-phase four-leg 

DSTATCOM are given in Appendix and selected based on 

[41-44] with respect to the system configuration. 

4. PERFORMANCE EVALUATION 

By means of computer simulations carried out inside the 

MATLAB/Simulink environment, this part evaluates the  

 

 
Fig. 3: Schematic diagram of the compensation strategy. 
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efficacy of the control method suggested for DSTATCOM. 

In this section, the tracking capability and harmonic 

removal potential of the suggested RLES are examined. 

Additionally, the performance of the entire system with 

regard to load equilibrium, harmonic removal, neutral 

current compensation, and power factor modification are 

discussed in Section 5. 

4.1. Initial Performance 

The input signal of the RLES is assumed as (25): 

𝑦(𝑡) = 𝑠𝑖𝑛(𝜔0𝑡 + 𝜑1) + 0.2 𝑠𝑖𝑛( 5𝜔0𝑡 + 𝜑5) 
+0.3 𝑠𝑖𝑛( 7𝜔0𝑡 + 𝜑7) + 0.3 𝑠𝑖𝑛( 30𝜔0𝑡 + 𝜑30) 

(25) 

where 𝜔0 = 100𝜋 rad/s and the initial phase angles φi’s are 

chosen in a random process in the range of 0 and 2π rad. 

The system’s response to the input signal of (25), i.e., four 

extracted signals including the fundamental, the fifth, and 

the seventh harmonic terms, are shown in Fig. 4.  

4.2. Harmonic Detection Capability 

In this section, the proposed structure is used to track 

and extract harmonic components of an input signal as 

follows: 

𝑦(𝑡) = 𝑠𝑖𝑛(𝜔0𝑡 + 𝜑1) + 0.3 𝑠𝑖𝑛( 5𝜔0𝑡 + 𝜑5) 
+0.2 𝑠𝑖𝑛( 7𝜔0𝑡 + 𝜑7) 

(26) 

A step change of (−0.2 pu) in the amplitude of the 

fundamental and the 5th harmonic component, and (+ 0.2 

pu) in the amplitude of the 7th harmonic at t = 0.2 s with 

comparison between fixed forgetting factor RLES and the 

proposed RLES algorithms are considered. As it is shown 

in Figs. 5 and 6, both schemes track the step changes of the 

fundamental, the 5th and the 7th components amplitudes and 

phase angles, and compared to the fixed forgetting factor 

RLES scheme, proposed RLES performs satisfactorily with 

regard to tracking the changes of amplitude of the 

fundamental component of the input signal during transient 

condition. 

5. ANALYTICAL STUDIES AND DISCUSSION 

To modify power factor correction, regulate voltage, 

remove harmonic terms, balance the load, and compensate 

neutral current, the performance of the three-phase four-leg 

DSTATCOM is demonstrated by utilizing the proposed 

RLES-based control design. In this study, the model is 

examined in four distinct scenarios, each of which involves 

linear and non-linear load circumstances. Four different 

worst possible conditions are discussed in this section. 

Voltage source is unbalanced and distorted and unbalanced 

linear and non-linear loads are presented to survey the 

performance DSTATCOM with RLES-based control 

algorithm.   

5.1. PFC Operation of DSTATCOM During Linear 

Lagging Power Factor Load (Case A) 

The power factor correction and load balancing 

operation of the suggested RLES-based control algorithm  

 

 

Fig. 4: The input signal and its fundamental, 5th and 7th 

harmonic components of the input signal using proposed 

RLES 

 

 

Fig. 5: Amplitude tracking changes of the 

fundamental, 5th and 7th harmonic components. 
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Fig. 6: Amplitude and phase tracking changes of 

fundamnetal, fifth and seventh harmonic terms. 

 

of the four-leg DSTATCOM are described in this 

subsection. At t= 0.4 and t= 0.5 s, phases ‘A’ and ‘B’ are 

disconnected, respectively, and at t= 0.7 s and t= 0.8 s, 

phases ‘A’ and ‘B’ are reconnected. Fig. 7 displays the 

three-phase source voltage (vsource), load currents (iload), 

compensating currents (iDSTATCOM), source currents 

(isource), and DC bus voltage (Vdc). It is observed that after 

t = 0.4 s, DSTATCOM injects currents in order to maintain 

three phase source currents balanced in spite of unbalancing 

in the load currents. As a result, three phase source currents 

appear balanced and DC bus voltage is fixed at almost its 

reference value even in unbalanced conditions. It shows the 

function of DSTATCOM for load balancing and also 

observed the fast action of RLES during sudden load 

injection. Fast action of RLES algorithm can be seen at a 

time of load injection in the estimation of reference supply 

current with other signals. Just at the time of load injection, 

nature of DSTATCOM current is changed quickly which 

validates the fast action of this proposed control method. 

These results show satisfactory performance of the 

proposed control algorithm used in DSTATCOM for 

reactive power compensation and harmonics suppression 

under linear and nonlinear loads respectively. 

Figs. 8 and 9 show reactive power compensation 

performance and the neutral current elimination of the 

proposed control method, respectively. Simultaneously, 

DSTATCOM compensates for the reactive current of the 

load, modifies power factor, and removes zero-sequence 

current terms. It is observed that although the power factor 

of the load is about 0.8, the source side power factor is 

maintained equal to unit and the supply voltages and 

currents are in-phase. DSTATCOM also injects 

compensation currents so that the source-side neutral 

current is maintained near zero.  

 

Fig. 7: DSTATCOM performance for load current 

balancing in Case A. 

 

5.2. ZVR Operation of DSTATCOM During Linear 

Lagging Power Factor Load (Case B) 

Fig. 10 shows the ZVR performance of DSTATCOM 

for linear unbalanced load operation. In this mode, the 

magnitude of load terminal voltage is adjusted to the desired 

value. The performance indices are as load currents (iload), 

compensator currents (iDSTATCOM), source currents 

(isource), magnitude of voltages at the PCC (VPCC), and DC-

link voltage (Vdc) when time-varying linear loads are 

present. This figure shows the balanced source currents at 

PCC and its smooth change over when load currents are not 

balanced. It means that during load dynamics, the reference 

source currents generated through control algorithm are 

exactly follow the sensed source currents. It shows almost 

balanced supply currents when load currents are unbalanced. 

These results show satisfactory performance of the RLES 

used in DSTATCOM for load balancing under non-linear 

loads in voltage regulation mode. The source current is made 

balanced and the PCC voltage range and the DC-bus voltage 

remain almost close to the reference values. The power 

factor on supply side is leading as the terminal voltage is 

regulated by the DSTATCOM. It is observed that PCC 

voltage is regulated near to rated value. In this mode, supply 

currents are slightly leading with respective voltages 

because extra leading reactive power is required to regulate 

PCC voltages. These results demonstrate satisfactory 

performance of the control algorithm used for PCC voltage 

regulation with harmonics elimination in DSTATCOM 

under nonlinear load.  

5.3. PFC Operation of DSTATCOM During Nonlinear 

Load (Case C) 

Fig. 11 illustrates the dynamic operation of the 

suggested control algorithm for DSTATCOM in the PFC 

operation during non-linear load condition. The load 

unbalancing situation is realized by disconnecting phases 

‘A’ (during t = 0.4s to 0.7s) and ‘B’ loads (during t= 0.5s to  
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Fig. 8: DSTATCOM performance for power factor 

correction in Case A. 

 

 

Fig. 9: DSTATCOM performance for neutral current 

compensation in Case A. 

 

0.8s). DSTATCOM injects compensating currents s that the 

three-phase source currents are balanced and without 

harmonics. It demonstrates sinusoidal balanced source 

currents, despite load currents being unbalanced and 

distorted. Also, it demonstrates the fast characteristics of the 

suggested control design in the case the two phases of the 

load are disconnected. These simulation findings confirm 

the functionalities of DSTATCOM for power factor 

modification and load balancing, as well as harmonic 

correction under varied non-linear loads. They also 

demonstrate that the control algorithm is capable of 

performing its tasks effectively. The operation indicators 

for this case are three phase load currents (iload), 

compensating currents (iDSTATCOM), balanced sinusoidal 

 

 

Fig. 10: DSTATCOM performance for load equilibrium 

and zero-voltage adjustment in Case B. 

 

 
Fig. 11: DSTATCOM performance for load current 

balancing and harmonic compensation in Case C. 

 

source currents (isource), and  DC  link  voltage  (Vdc).  It  is 

shown that the dc bus voltage (Vdc) is maintained to the 

reference dc bus voltage of 700 V. For a better observation 

of the DSTATCOM performance of harmonic 

compensation in case C, the THD% of the load current, and 

the source current in phase ‘A’ for the PFC operation of 

DSTATCOM can be observed in Figs. 12 and 13, 

respectively. The source current THD is 3.27% while the 

THD% of phase ‘A’ load current is 24.27 %. Furthermore, 

by checking phase ‘A’ PCC voltage (Vsa) and the 

corresponding source current (isa) in Fig. 14, one can see 

that both are in-phase and the source power factor is fixed 

to 1, thus proving the suitable PFC operation mode of 

DSTATCOM under load dynamics.  
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Fig. 12: THD% of load current in Case C. 

 
 

 
Fig. 13: THD% of source current in Case C. 

 

 

Fig. 14: DSTATCOM performance for power factor 

correction in Case C. 

 

5.4. ZVR Operation of DSTATCOM for Nonlinear 

Loads (Case D) 

Fig. 15 illustrates the dynamic behaviour of the 

proposed control theory for four-leg VSC based 

DSTATCOM employed for load balancing, harmonics 

current elimination, voltage regulation, and neutral current 

compensation under non-linear load condition. In the ZVR 

mode, the operation indicators for dynamic performance are 

load currents (iload), compensator currents (iDSTATCOM), 

source currents (isource), magnitude of PCC voltage (VPCC), 

and DC-link voltage (Vdc). In this case, source currents 

become balanced and perfectly sinusoidal. It also shows the 

appropriate performance of DSTATCOM in neutral current 

compensation. Furthermore, the magnitude of PCC voltage 

(VPCC) is adjusted to the reference value by supplying 

reactive power. These results show satisfactory 

performance of the proposed control algorithm in four-leg 

DSTATCOM for its multi-functions such as reactive power 

compensation, harmonics suppression and neutral current 

compensation under non-linear loads, respectively. 

In this paper, one of the powerful and famous 

optimization algorithms (e.g. Genetic Algorithm) is applied 

for precise calculation of optimized coefficients (PI gains) 

and accurate comparison between PI and Fuzzy controllers. 

In the first step individuals with random chromosomes are 

generated that set up the initial population. In this step, 

initial population of 20, 50 100 are used and compared 

which the solutions are similar. Furthermore, integral time 

absolute error (ITAE) criterion is employed to find the 

optimum PI controller gains. The new PI coefficients, 

calculated in these ways, are implemented in controller to 

demonstrate the improvement of convergence speed, 

reduction of error, the overshoot in capacitor voltage and 

other circuit parameters.  

Fig. 16 depicts the DSTATCOM operation for neutral 

current compensation in ZVR operation. Load neutral 

current (iLn), injected DSTATCOM neutral current (iCn), 

and source neutral current (iSn) are depicted in this figure, 

which shows the appropriate operation of DSTATCOM in 

neutral current compensation. 

Fig. 17 demonstrates the harmonics spectra and 

waveforms of phase ‘A’ source current. THDs % of phase 

‘A’ at source current is equal to 1.98%. 

The waveforms demonstrate that even following the 

compensation, the mains currents remain sinusoidal. The 

results demonstrate the effective performance of the 

suggested algorithm as a control method for load balancing, 

reactive power compensation, and harmonic removal of 

both linear and nonlinear loads. 

A comparison in terms of THD% between RLES and 

LES algorithm is done in for case D. It can be seen from 

Table 2 that RLES algorithm perform more successful than 

LES algorithm during transients.  
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Fig. 15: DSTATCOM performance for load balancing, 

harmonic compensation and zero voltage regulation in 

Case D. 

 

 
Fig. 16: DSTATCOM performance for neutral current 

compensation in Case D. 

 

 
Fig. 17: THD% of source current in Case D. 

 

 

 

Table 2: Comparison of RLES and LES algorithms in 

terms of THD%. 

Three phases THD% of source currents (0.4 < 𝑡 < 0.5) 

RLES algorithm LES algorithm 

Phase A 4.21% 4.72% 

Phase B 3.4% 4.43% 

Phase C 3.48% 4.15% 

 

To survey the load and source currents and comparison 

of using different controllers in terms of harmonic 

components and THD% value, harmonic measurements are 

performed based on the IEEE Std. 519-2014 [45] by 

measuring harmonics in a considerably short period. The 

assessment of very short time harmonics is performed 

during a 3-second period by aggregating 15 successive 10-

cycle windows for power systems operating at a frequency 

of 50 Hz. The aggregation of individual frequency 

components is performed by applying rms calculation, as 

depicted in Equation (27). In this equation, F represents the 

rms value of voltage or current, n indicates the harmonic 

order, and i shows a basic counter. The subscript "vs" is 

utilized to indicate "very short" [43]. Table 3 shows the 

results for harmonic orders up to 50. The THD percentage 

values are found based on these harmonic orders. 

𝐹𝑛,𝑣𝑠 = √
1

15
∑𝐹𝑛,𝑖

2

15

𝑖=1

 (27) 

Table 3 illustrates the three-phase load currents and 

source currents with a comparison of the conventional 

hysteresis current controller, adaptive hysteresis band 

current controller, fixed forgetting factor RLES control 

strategy and the suggested RLES control strategy. 

According to the findings, the DSTATCOM with the 

presented RLES control strategy along with an adaptive 

hysteresis band current controller outperforms their 

counterparts when THD% values are considered. 

6. CONCLUSION 

The research presented a novel control scheme for 

DSTATCOM integration, focusing on a two-layer approach 

for enhanced power system performance. The first layer 

introduced a Recursive Least Error Square (RLES) 

algorithm, refined by a newly designed Fuzzy Inference 

System-Variable Forgetting Factor (FIS-VFF). This layer 

efficiently estimated fundamental and select harmonic 

components of three-phase voltages and currents. The 

second layer utilized these estimations to derive reference 

source currents for a three-phase four-wire DSTATCOM 

system. The contributions are significant for several 

reasons. The proposed scheme exhibited exceptional speed 

and accuracy in response to dynamic changes in power 

systems, confirming its suitability for real-world 

applications. Through simulation, the THD% in supply 

current was significantly reduced, aligning with IEEE-519  
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Table 3: The harmonic measurements result for load a source current. 

harmonics measurement in a very short period based on the IEEE Std 519-2014 

Harmonic 

order 

Load current Source current 

The proposed variable forgetting factor RLES Fixed forgetting factor RLES 

Conventional Hysteresis 

controller 

Adaptive Hysteresis 

controller 

Conventional Hysteresis 

controller 

Adaptive Hysteresis 

controller 

Phase 

A 

Phase 

B 

Phase 

C 

Phase 

A 

Phase 

B 

Phase 

C 

Phase 

A 

Phase 

B 

Phase 

C 

Phase 

A 

Phase 

B 

Phase 

C 

Phase 

A 

Phase 

B 

Phase 

C 

1 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
2 0.11 0.12 0.16 0.09 0.06 0.04 0.62 0.50 0.39 0.08 0.10 0.09 0.55 0.50 0.80 
3 0.16 0.06 0.15 0.02 0.07 0.03 0.02 0.03 0.08 0.16 0.02 0.08 0.04 0.06 0.02 
4 0.12 0.14 0.23 0.03 0.06 0.07 0.14 0.12 0.20 0.05 0.06 0.14 0.26 0.16 0.16 
5 20.75 20.72 20.61 1.19 1.22 1.16 0.68 0.72 0.69 1.21 1.22 1.25 0.63 0.68 0.78 
6 0.17 0.23 0.21 0.04 0.04 0.11 0.03 0.07 0.02 0.03 0.06 0.03 0.06 0.05 0.05 
7 8.65 8.53 8.69 0.56 0.59 0.63 0.36 0.38 0.38 0.60 0.63 0.60 0.34 0.60 0.39 
8 0.08 0.14 0.14 0.07 0.13 0.13 0.21 0.20 0.14 0.02 0.07 0.08 0.13 0.22 0.19 
9 0.23 0.06 0.20 0.06 0.03 0.05 0.04 0.05 0.02 0.11 0.05 0.08 0.03 0.03 0.04 
10 0.21 0.19 0.28 0.06 0.04 0.07 0.12 0.17 0.22 0.02 0.09 0.03 0.25 0.15 0.18 
11 6.11 6.19 6.00 0.63 0.57 0.55 0.65 0.64 0.70 0.63 0.63 0.65 0.74 0.77 0.61 
12 0.18 0.21 0.25 0.05 0.03 0.12 0.01 0.08 0.09 0.05 0.07 0.03 0.09 0.04 0.04 
13 3.40 3.21 3.42 0.11 0.15 0.09 0.07 0.07 0.15 0.10 0.13 0.17 0.11 0.20 0.09 
14 0.23 0.17 0.06 0.05 0.03 0.05 0.12 0.13 0.05 0.04 0.09 0.02 0.06 0.08 0.14 
15 0.12 0.14 0.16 0.04 0.09 0.03 0.04 0.03 0.08 0.07 0.02 0.08 0.04 0.05 0.05 
16 0.25 0.16 0.26 0.06 0.15 0.04 0.05 0.07 0.09 0.06 0.07 0.12 0.12 0.03 0.09 
17 2.88 3.00 2.80 0.48 0.48 0.44 0.49 0.49 0.53 0.55 0.54 0.52 0.56 0.52 0.49 
18 0.13 0.13 0.26 0.06 0.04 0.06 0.08 0.09 0.09 0.04 0.03 0.07 0.07 0.07 0.05 
19 1.58 1.49 1.54 0.14 0.14 0.12 0.13 0.07 0.05 0.11 0.13 0.14 0.12 0.11 0.08 
20 0.24 0.09 0.18 0.05 0.02 0.06 0.18 0.17 0.08 0.04 0.03 0.04 0.09 0.11 0.11 
21 0.16 0.11 0.08 0.05 0.13 0.03 0.05 0.04 0.03 0.05 0.07 0.07 0.03 0.01 0.08 
22 0.23 0.07 0.18 0.06 0.07 0.05 0.11 0.07 0.14 0.10 0.03 0.05 0.18 0.12 0.13 
23 1.63 1.56 1.45 0.51 0.46 0.48 0.39 0.36 0.48 0.47 0.49 0.55 0.40 0.43 0.36 
24 0.06 0.20 0.18 0.04 0.03 0.04 0.06 0.02 0.10 0.07 0.07 0.12 0.08 0.07 0.03 
25 1.11 1.22 1.13 0.22 0.23 0.26 0.23 0.19 0.21 0.24 0.26 0.27 0.34 0.21 0.26 
26 0.08 0.16 0.13 0.04 0.01 0.02 0.16 0.09 0.03 0.04 0.05 0.03 0.15 0.21 0.13 
27 0.23 0.10 0.14 0.10 0.12 0.09 0.05 0.02 0.08 0.17 0.04 0.04 0.09 0.12 0.05 
28 0.13 0.13 0.11 0.03 0.03 0.07 0.14 0.07 0.16 0.04 0.08 0.06 0.19 0.13 0.17 
29 1.05 0.80 0.70 0.28 0.30 0.29 0.26 0.35 0.24 0.26 0.22 0.30 0.20 0.31 0.24 
30 0.07 0.09 0.05 0.06 0.03 0.04 0.02 0.01 0.09 0.02 0.05 0.03 0.06 0.12 0.02 
31 0.36 0.45 0.44 0.20 0.21 0.26 0.08 0.09 0.17 0.23 0.22 0.17 0.24 0.11 0.07 
32 0.11 0.13 0.08 0.05 0.06 0.06 0.06 0.06 0.05 0.03 0.05 0.06 0.05 0.03 0.10 
33 0.30 0.09 0.24 0.10 0.07 0.08 0.06 0.06 0.05 0.04 0.04 0.09 0.05 0.03 0.03 
34 0.12 0.14 0.08 0.06 0.07 0.04 0.12 0.09 0.04 0.03 0.07 0.02 0.12 0.08 0.17 
35 0.32 0.15 0.34 0.17 0.11 0.13 0.20 0.21 0.18 0.11 0.18 0.18 0.14 0.15 0.17 
36 0.07 0.06 0.11 0.03 0.09 0.03 0.09 0.08 0.10 0.03 0.03 0.09 0.07 0.08 0.06 
37 0.64 0.63 0.70 0.22 0.16 0.19 0.13 0.16 0.18 0.17 0.17 0.16 0.17 0.07 0.16 
38 0.05 0.06 0.07 0.02 0.03 0.06 0.04 0.03 0.09 0.02 0.06 0.02 0.07 0.03 0.02 
39 0.14 0.03 0.15 0.04 0.06 0.05 0.05 0.05 0.07 0.12 0.04 0.06 0.04 0.09 0.08 
40 0.04 0.07 0.08 0.03 0.08 0.07 0.04 0.04 0.08 0.05 0.05 0.04 0.06 0.03 0.07 
41 0.30 0.24 0.30 0.15 0.13 0.14 0.10 0.16 0.10 0.13 0.09 0.10 0.07 0.12 0.14 
42 0.05 0.06 0.04 0.03 0.04 0.01 0.03 0.12 0.09 0.04 0.03 0.01 0.10 0.04 0.09 
43 0.36 0.28 0.34 0.08 0.12 0.02 0.14 0.16 0.13 0.12 0.07 0.06 0.07 0.05 0.09 
44 0.06 0.05 0.10 0.02 0.05 0.06 0.12 0.13 0.09 0.01 0.06 0.05 0.05 0.05 0.04 
45 0.03 0.05 0.05 0.02 0.04 0.04 0.04 0.08 0.09 0.06 0.02 0.04 0.06 0.06 0.05 
46 0.04 0.17 0.18 0.03 0.02 0.08 0.08 0.05 0.10 0.06 0.10 0.04 0.08 0.04 0.12 
47 0.09 0.18 0.22 0.07 0.11 0.07 0.15 0.11 0.19 0.11 0.11 0.14 0.13 0.10 0.07 
48 0.08 0.04 0.04 0.06 0.04 0.02 0.05 0.06 0.11 0.05 0.06 0.03 0.02 0.08 0.06 
49 0.09 0.13 0.16 0.04 0.11 0.06 0.10 0.11 0.15 0.05 0.05 0.05 0.17 0.04 0.11 
50 0.07 0.06 0.05 0.03 0.05 0.02 0.12 0.04 0.09 0.06 0.04 0.06 0.03 0.08 0.09 

THD% 23.91 23.83 23.75 1.73 1.75 1.70 1.53 1.50 1.55 1.79 1.79 1.84 1.60 1.63 1.64 

standards, thereby showcasing the system's efficacy in 

improving power quality. The control strategy 

demonstrated robust performance, effectively handling 

various types of power system pollution.  This attribute is 

critical for ensuring system stability and reliability under 

fluctuating conditions. Incorporation of an adaptive 

hysteresis band current controller for generating VSC 

switch gate signals significantly improved the 

DSTATCOM's dynamic response. This aspect of the design 

was pivotal in achieving optimal power factor 

compensation, harmonic balance, and neutral current 

management. In scenarios involving linear and non-linear 

loads, the DSTATCOM, governed by the proposed control 

scheme, adeptly compensated for reactive power and 

balanced loads, illustrating the system's versatility. The 

novel FIS-VFF RLES algorithm outperformed conventional 

methods in accurately tracking and compensating for 

harmonics, underscoring the advanced capability of the 

proposed solution. In conclusion, this research successfully 

demonstrates a comprehensive and innovative approach to 

DSTATCOM control, offering significant improvements in 

power quality management. The findings underscore the 

potential of the proposed scheme to serve as a robust 

solution for contemporary and future power system 

challenges. 
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APPENDIX 

System Parameters: 

Source Voltage: 415 𝑉 

Frequency: 50 𝐻𝑧 

Source resistance: 0.01 𝑂ℎ𝑚 

Source Inductance: 2 𝑚𝐻 

Linear Load: 20 𝐾𝑉𝐴, PF= 0.8 𝑙𝑎𝑔 

Non-linear Load: A three single-phase bridge rectifier with 

an R-L Load 𝑅 = 9 𝑂ℎ𝑚, 𝐿 = 1 𝑚𝐻 

Ripple filter: 𝑅𝑓 = 5 Ω, 𝐶𝑓 = 5.25 𝜇𝐹 

Interfacing inductor: 𝐿𝑓 = 3.5 𝑚𝐻 𝐿𝑛 = 3.5 𝑚𝐻 

DC bus capacitance of DSTATCOM: 2000 𝜇𝐹 

DC bus voltage of DSTATCOM: 700 𝑉 

DC voltage PI controller: 𝐾𝑝𝑑 = 1.65, 𝐾𝑖𝑑 = 0.22 

PCC voltage PI controller: 𝐾𝑝𝑞 = 2, 𝐾𝑖𝑞 = 0.2 
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Abstract: This paper explores the impact of two types of experiments, known as "long pulse" and "short pulse" 

experiments, on identifying models for Lithium-ion batteries. The focus is on improving the estimation of the state of 

charge (SoC) using an extended Kalman filter. The results consistently demonstrate that applying the extended Kalman 

filter to models identified through long pulse experiments outperforms those identified through short pulse experiments 

in estimating battery SoC and terminal voltage. The article delves into the reasons for this improvement from both circuit 

and electrochemical perspectives, providing insights into the obtained results. Thus, the study advocates for the 

preference of long pulse strategies to enhance the performance of Lithium-ion batteries, offering insights that contribute 

to the development of innovative and sustainable energy storage solutions. 
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1. INTRODUCTION 

Lithium-ion batteries (LIBs) have become indispensable 

components not only in portable electronics and electric 

vehicles but also in advanced energy systems like microgrids, 

where they contribute to frequency control and energy 

management through fast-response capabilities [1]. The 

integration of LIBs in such systems underscores their 

versatility and critical role in ensuring stability and 

efficiency, especially in scenarios where precise energy 

balance is paramount. The precise estimation of the state of 

charge (SoC) in LIBs plays a pivotal role in battery 

management systems, directly influencing their overall 

performance and lifespan. As Lithium-ion batteries find 

extensive applications in electric vehicles and portable 

electronics, ensuring reliable and accurate SoC estimation 

becomes imperative for optimizing their usage and achieving 

efficient energy management. A plethora of techniques have 

been devised to tackle the SoC estimation challenge, 

encompassing methods such as coulomb counting [2], neural 

networks [3], and model-based observers [4]. Notably, among 

the model-based observers, the extended Kalman filter (EKF) 

has gained substantial attention from researchers due to its 

adeptness in assimilating system dynamics and uncertainties. 

However, the performance of traditional EKF-based 

approaches can degrade under dynamic operating conditions, 

leading to the development of more robust methods, such as 

the modified adaptive extended Kalman filter (MAEKF), 

which incorporates adaptive mechanisms to address transient 

disturbances and bias issues [5]. This adaptability empowers 

the EKF to deliver more precise and robust SoC predictions. 

Model-based observers demand a dynamic model that 

aptly represents the intricate behavior of the battery. This 

dynamic model can take various forms, such as an 

electrochemical model [6], a neural network model [7], or an 

equivalent circuit model [8]. Electrochemical models, 

renowned for their detailed representation of battery physics, 

often require substantial computational resources, limiting 

their real-time applicability. Neural network models, while 

exhibiting promise in certain applications, face challenges in 

providing transparent insights into the underlying battery 

behavior. The "black-box" nature of neural networks makes 
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it challenging to interpret the model's decisions, hindering 

their utility in safety-critical applications where 

understanding the reasoning behind predictions is paramount. 

Moreover, neural networks may struggle with generalization 

across a wide range of operating conditions, limiting their 

effectiveness in dynamic and diverse battery environments. 

In contrast, equivalent circuit models [9] have gained 

widespread acceptance due to their ability to strike a 

harmonious balance between accuracy and computational 

efficiency. Their simplified yet effective representation of 

electrochemical processes makes them suitable for real-time 

applications, providing precise SoC estimates without 

compromising speed. This popularity underscores the 

pragmatic advantages of equivalent circuit models in 

delivering reliable and efficient solutions for Lithium-ion 

battery management systems. 

Despite these advantages, one potential drawback of 

equivalent circuit models is their reliance on accurate 

parameter identification, which can be sensitive to variations 

in operating conditions. Additionally, while integer-order 

models are simpler and computationally efficient, they may 

lack the flexibility to capture more complex battery 

dynamics, which could be addressed in future work by 

exploring fractional-order models or incorporating advanced 

machine learning techniques. 

Equivalent circuit models play a pivotal role in 

estimating SoC in LIBs, offering flexibility to represent 

various configurations, from single-cell [10] to multi-cell [11] 

setups. The selection of model complexity, whether single-

cell or multi-cell, involves a trade-off between computational 

efficiency and accuracy. Single-cell models, while 

computationally efficient, may oversimplify the intricate 

behavior of LIBs, leading to inaccuracies in predicting 

responses during dynamic conditions. The simplicity of these 

models comes at the cost of potentially overlooking crucial 

nuances in the battery's behavior. On the other hand, multi-

cell models capture system-level dynamics but encounter 

challenges when applied to individual cells, especially in the 

presence of pulse-related phenomena. The complexities 

introduced by inter-cell interactions and the difficulty in 

accurately extrapolating system-level behaviors to individual 

cells can compromise the accuracy of predictions. To address 

these challenges, advanced techniques such as the three-time-

scale dual extended Kalman filtering method have been 

developed, which enables more accurate parameter and state 

estimation by adjusting the sampling time based on the 

impact of each parameter on terminal voltage [12]. This 

method enhances the model's ability to accurately represent 

the dynamic behavior of LIBs, particularly under varying 

operational conditions. 

However, the dynamics of these equivalent circuit 

models can be expressed in terms of integer-order or 

fractional-order derivatives. While fractional-order models 

offer increased complexity, their adoption faces challenges in 

parameter identification and computational efficiency. The 

fractionalization introduces intricacies, making the 

identification of model parameters more complex. In light of 

these considerations, the prevailing preference leans towards 

integer-order dual-cell models. These models involve 

parameters that require identification based on battery voltage 

and current under various experimental conditions. Common 

methods for parameter identification include short pulse and 

long pulse experiments, each offering insights into the dual-

cell model's behavior under specific dynamic conditions. 

This research aims to refine the state of charge (SoC) 

estimation in Lithium-ion batteries by employing an integer-

order dynamic model. By conducting separate pulse 

experiments—long pulses and short pulses—we identify 

parameters for the dynamic model. This approach yields two 

distinct models, one from each experiment, offering 

flexibility in Kalman filter application for SoC estimation. 

The results reveal that models derived from long pulse 

experiments generally exhibit higher accuracy, providing 

crucial guidance for model selection under various battery 

operating conditions. This nuanced approach enhances the 

precision of SoC estimation, contributing valuable insights to 

Lithium-ion battery management systems. 

The paper unfolds in a structured manner, commencing 

with the extraction of an integer-order dynamic model for a 

dual-cell equivalent circuit in Section 2. Section 3 delves into 

the intricacies of parameter identification, encompassing the 

identification of open-circuit voltage, internal resistance, and 

other battery parameters. Following this, the results obtained 

from data acquired in both long pulse and short pulse 

experiments for parameter estimation are presented. The 

estimation outcomes, achieved by deploying an extended 

Kalman filter on each model, are thoroughly compared. The 

concluding section encapsulates the key findings and insights 

derived from the study. 

2. DYNAMIC MODELING OF LITHIUM-ION BATTERIES 

We highlighted the significance of equivalent electrical 

circuit models for lithium-ion batteries and addressed the 

limitations of both single-cell and multi-cell models. 

Recognizing these challenges, the focus shifted towards a 

prevalent solution—the dual-cell electrical equivalent circuit, 

renowned for its effectiveness in capturing the battery's 

dynamic behavior (refer to Fig. 1). This model incorporates 

crucial elements, such as internal resistance (𝑅0), polarization 

resistances due to electrochemical polarization (𝑅1 and 𝑅2), 

and polarization capacitances (𝐶1 and 𝐶2). 

The dual-cell model is expressed through a set of 

dynamic equations that govern the system's continuous-time 

behavior. Let's consider the following components and 

variables: 

𝑖1, 𝑖2: Currents through 𝑅1 and 𝑅2, respectively. 

𝑆𝑂𝐶: State of charge, the battery's charge level. 

𝑉𝑡: Terminal voltage. 

𝐼𝑡: Terminal current. 

𝑉𝑂𝐶: Open-circuit voltage, depends on the 𝑆𝑂𝐶. 

 
Fig. 1: Two-cell equivalent circuit model for LIBs. 
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𝑆𝑂𝐶(𝑡) = 𝑆𝑂𝐶(0) −
1

𝐶𝑛
∫ 𝐼𝑡(𝑡)𝑑𝑡

𝑡

0

,  () 

where 𝐶𝑛  is the nominal capacity of battery. Using 

Kirchhoff's laws, Ohm's law, and the definition of state of 

charge (1), the continuous-time dynamic equations for the 

dual-cell model are given by: 

𝑑𝑖1
𝑑𝑡

= −
1

𝑅1𝐶1
𝑖1 +

1

𝑅1𝐶1
𝐼𝑡 , (2) 

𝑑𝑖2
𝑑𝑡

= −
1

𝑅2𝐶2
𝑖2 +

1

𝑅2𝐶2
𝐼𝑡 , (3) 

𝑑𝑆𝑂𝐶

𝑑𝑡
=  −

𝐼𝑡(𝑡)

𝐶𝑛
, (4) 

and the output equation is, 

𝑉𝑡(𝑡) = −𝑅1𝑖1 − 𝑅2𝑖2 − 𝑅0𝐼𝑡 + 𝑉𝑂𝐶(𝑆𝑂𝐶) (5) 

The dynamic equations (2)-(4) governing the derivatives 

of the state variables in the battery system are linear. However, 

the output equation becomes non-linear due to the 

dependence of the open-circuit voltage (𝑉𝑂𝐶) on the state of 

charge (𝑆𝑂𝐶), and as a result, the entire battery system can be 

considered non-linear when viewed from the input current (𝐼𝑡) 
to the output voltage (𝑉𝑡). Consequently, in the subsequent 

sections, an extended Kalman filter technique is employed to 

estimate the state of charge. To facilitate the application of 

the extended Kalman filter, these continuous-time equations 

(2)-(5) are discretized using the Euler method with a sampling 

rate Δ𝑡 , resulting in the following discrete-time system 

equations: 

[

𝑖1(𝑘 + 1)

𝑖2(𝑘 + 1)

𝑆𝑂𝐶(𝑘 + 1)
] = 𝐴 [

𝑖1(𝑘)

𝑖2(𝑘)

𝑆𝑂𝐶(𝑘)
] +

[
 
 
 
 
 
 1 − exp (

−∆𝑡

𝑅1𝐶1
)

1 − exp (
−∆𝑡

𝑅2𝐶2
)

−∆𝑡

𝐶𝑛 ]
 
 
 
 
 
 

𝐼𝑡(𝑘), (6) 

𝑉𝑡(𝑘 + 1) = 𝐶 [

𝑖1(𝑘)

𝑖2(𝑘)

𝑆𝑂𝐶(𝑘)
] − 𝑅0𝐼𝑡(𝑘) + 𝑉𝑂𝐶(𝑆𝑂𝐶(𝑘)), (7) 

where, 

𝐴 =

[
 
 
 
 exp (

−∆𝑡

𝑅1𝐶1
) 0 0

0 exp (
−∆𝑡

𝑅2𝐶2
) 0

0 0 1]
 
 
 
 

, (8) 

𝐶 = [−𝑅1 −𝑅2 0] (9) 

3. PARAMETER ESTIMATION 

In the previous section, we developed the dynamic 

equations of a lithium-ion battery based on a dual-cell 

equivalent circuit model, which includes parameters that 

require identification for accurate representation. Two 

methods, the long pulse and short pulse experiments, are 

employed for parameter identification. Here, we provide 

further insights into these experiments and present the 

terminal current and voltage profiles for both scenarios in Fig. 

2 and Fig. 3 (both refer to short and long terminal current, 

respectively), although Fig. 4 and Fig. 5 (both refer to long 

and short terminal voltage, respectively), for a commercially 

available Maxell ER3 14250 lithium-ion battery (Japan) with 

a nominal capacity of 500mAh and nominal voltage of 3.7 

volts. The battery under examination has a maximum voltage 

of 4.2 volts and a cut-off voltage of 3 volts. The testing 

procedure involve cycling the battery at a temperature of 

25°C. 

Utilizing these precise current measurements, the state of 

charge (𝑆𝑂𝐶) at each time step, especially at the end of the 

resting period, is determined using (1). 

For instance, considering the magnitude of the current 

drawn from the battery and its duration in the long pulse 

 
Fig. 2: Terminal current during short pulse experiments. 

 
Fig. 3: Terminal current during long pulse experiments. 

 
Fig. 4: Terminal voltage during long pulse experiments. 

 
Fig. 5: Terminal voltage during short pulse experiments. 
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experiment, it can be observed that during each discharge and 

rest cycle, 10% of the battery charge is depleted.  

Consequently, since the battery starts with a full charge, 

the battery charge level decreases to 0.9 at the end of the rest 

cycle after the first discharge and continues to decrease to 0.8 

at the end of the subsequent cycle, and so forth. So, 

considering that no current flows during resting intervals, and 

the battery is in a quiescent state, according to applying the 

voltage Kirchhoff’s law, it is expected that the voltages across 

the RC branches become zero, resulting in the terminal 

voltage being equal to the open-circuit voltage (𝑉𝑂𝐶). 

When 𝑉𝑂𝐶 as a function of 𝑆𝑂𝐶 identified, the next step 

is to estimate the internal resistance (𝑅0) (according to the 

figure 6) using the following method during discharge-rest 

intervals [13]: 

𝑅0 =
(𝑉𝐴 − 𝑉𝐵) + (𝑉𝐷 − 𝑉𝐶)

2𝐼𝑡
  () 

in which 𝑉𝐴 , 𝑉𝐵 , 𝑉𝐶 , and 𝑉𝐷  represent the battery voltages 

during each time interval corresponding to discharge and rest, 

as illustrated in Fig. 6. For further details, refer to [14]. In this 

way, the identified value for 𝑅0 in this study are 0.0749 ohms 

and 0.0748 ohms for long pulse and short pulse experiments, 

respectively. This indicates that the type of experiment does 

not have a significant impact on estimating the internal 

resistance of the battery. 

Now, armed with 𝑉𝑂𝐶 and 𝑅0, the relationship between 

the terminal currents and the output voltage (𝑦, voltage of the 

total cells) for the dual-cell model can be established. By 

leveraging the ARX [15] or ARMAX [16] techniques, the 

transfer function from the output 𝑦 to the input 𝐼𝑡 is obtained. 

𝑌

𝐼𝑡
=

𝑏1𝑞
−1 + 𝑏2𝑞

−2

1 + 𝑎1𝑞
−1 + 𝑎2𝑞

−2
  (11) 

Comparing this identified system with the ARX model, 

considering the system's governing equations akin to 

Equations (2)-(5), and considering the output as the voltage 

across the cell terminals (𝑦): 

𝑦 = [−𝑅1 −𝑅2 0] [

𝑖1,𝑘

𝑖2,𝑘

𝑠𝑜𝑐𝑘

] + (−𝑅0)𝐼𝑘,  (12) 

the parameterized system transfer function becomes: 

𝑌

𝐼𝑡
=

𝐴(𝑞−1)

𝐵(𝑞−1)
, (13) 

𝐴(𝑞−1) = (𝑅1 + 𝑅2 − 𝑅1𝜎2 − 𝑅2𝜎1) 𝑞
−2

+ (𝑅1𝜎2𝜎1 − 𝑅1𝜎1 − 𝑅2𝜎2

+ 𝑅2𝜎2𝜎1) 𝑞
−1 

(14) 

𝐵(𝑞−1) = 𝑞−2 + (−𝜎2 − 𝜎1) 𝑞
−1 + 𝜎2𝜎1 (15) 

𝜎1 = exp (
−∆𝑡

𝑅1𝐶1
) (16) 

𝜎2 = exp (
−∆𝑡

𝑅2𝐶2
) (17) 

Comparison between the identified system and the ARX 

system yields, 

𝑅1 = −
2

𝑎1 + √𝑎1
2 − 4

 (18) 

𝑅2 =
𝑎1 + √𝑎1

2 − 4

−2
 (19) 

𝜎1 = 𝑒
1

𝐶2𝑅2 (20) 

𝜎2 = 𝑒
1

𝐶1𝑅1 (21) 

𝐶1 = 
1

𝜎1. 𝑅1
 (22) 

𝐶2 = 
1

𝜎2. 𝑅2
 

(23) 

This comprehensive approach ensures the accurate 

identification of key parameters and validates the dual-cell 

model's efficacy. The obtained parameters based on this 

method are summarized in Table 1.  

4. STATE OF CHARGE ESTIMATION 

The extended Kalman filter (EKF) [17], [18] is known as 

a widely used technique to estimate the state of charge (SoC) 

and state of health (SoH) in Li-ion). battery systems. EKF, 

which acts as a recursive algorithm, uses a mathematical 

model to predict battery behavior and compares it with 

measured data, facilitating the estimation of internal 

parameters in the battery model. As an extension of the 

Kalman filter, the EKF is a special value system with 

nonlinear dynamics. The EKF algorithm consists of two main 

steps: the prediction step and the update step. During the 

prediction phase, the battery model predicts the behavior of 

the system in a short period based on the current state of the 

battery, with known inputs such as current and voltage as 

outputs for this estimation phase. This output includes the 

battery status and its covariance. Afterwards, in the update 

step, the measured data from the battery system is used to 

adjust the predicted state estimate. The Kalman gain, which 

acts as a weighting factor, determines the influence of the 

accuracy. Figs. 7-12 provide a quantitative representation of 
predicted state estimate and the measured data in determining 

the updated state estimate. 

 

Table 1: Summary of identified battery parameters 

using different experimental methods. 

Experiment Long Pulse Short Pulse 

𝑅1  )ohm) 0.0496 0.0455 

𝑅2 (ohm) 0.0473 0.0509 

𝐶1 (Farad) 664.64 707.73 

𝐶2 (Farad) 4.83×103 4.30×103 

 
Fig. 6: Voltage profile during a discharge-rest cycle in 

both long and short pulse experiments. 
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Fig. 7: Open circuit voltage error in short pulse mode. 

 
Fig. 8: Open circuit voltage error in long pulse mode. 

 
Fig. 9: Actual (solid line) and estimated (dashed line) 

values of open circuit voltage in long pulse mode. 

 
Fig. 10: Actual (solid line) and estimated (dashed line) 

values of open circuit voltage in short pulse mode. 

 
Fig. 11: Actual (solid line) and estimated (dashed line) 

values of SOC in long pulse mode. 

 
Fig. 12: Actual (solid line) and estimated (dashed line) 

values of SOC in short pulse mode. 

 

This updated state estimate then serves as the initial state 

for the next prediction step. EKF has proven to be useful in 

estimating SoC and SoH [19] in Li-ion battery systems, 

primarily due to its ability to accommodate nonlinearities in 

the battery model. This includes factors such as changes in 

battery capacity as a function of temperature [20] and state of 

charge. The choice of the battery model, which can be 

physics-based or empirical, depends on the desired level of 

the EKF program under different pulsing conditions and 

optimization. It helps with battery performance and battery 

life. The robustness of EKF makes it a potential tool for real-

time battery management applications in electric vehicles and 

renewable energy systems. 

As seen in Fig. 7 and Fig. 8, the open circuit voltage error 

is evident in both short pulse and long pulse conditions. At 

the beginning of the current cycle, the extracted error value is 

lower in the short pulse condition. It can be concluded that 

the stability of the Li-ion battery is compromised by short 

cycles, starting at 100% charge, but as the current cycle 

continues and the central core of the Li-ion battery heats up, 

as shown in Fig. 10 and Fig. 12, the modeling errors appear 

during the short pulse cycle of the open circuit voltage and 

state of charge of the Li-ion battery. 

Conversely, long pulses exhibit stable performance 

within the performance range of Li-ion batteries due to their 

longer rest intervals that allow the core to cool down in each 

current cycle and prepare the battery memory for the next 

cycle. This range extends from 70% to 30% under voltage 3.8 

to 3.3, as clearly seen in Fig. 9 and Fig. 11. The observer 

estimated battery performance much more accurately in open 

circuit voltage and battery state of charge compared to short 

pulse conditions. 

5. CONCLUSION  

In conclusion, the exploration of open-circuit voltage 

errors under short and long-pulse conditions, as detailed in 

this conference paper, reveals a captivating narrative. Initially, 

there is an observation of lower error magnitudes in short-

pulse scenarios. However, a nuanced trend emerges, 

highlighting that the system's accuracy diminishes with an 

increasing number of current flow and discharge cycles, 

especially in short-pulse conditions. Introducing the 

consideration of the charging state adds complexity to the 

analysis. In long-pulse scenarios, due to the longer rest time, 

there is a nearly 5RC duration where a higher confidence in 

the equality of terminal voltage and open-circuit voltage is 

observed at the end of each rest cycle. Despite these 
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advancements, one limitation of the current study is the 

potential for parameter drift over extended operation cycles, 

which could impact the long-term accuracy of the SoC 

estimation. Future work should explore adaptive estimation 

techniques or machine learning approaches that can 

dynamically adjust model parameters to account for such 

variations. Furthermore, the discussion extends to the topic of 

open-circuit voltage errors and the level of precision in 

estimating the state of charge in both short-pulse and long-

pulse scenarios. It is noteworthy that in short-pulse conditions, 

the next significant aspect to be addressed is the accuracy of 

voltage circuit errors and the precision of the estimator in 

assessing the battery's charge state. These detailed insights 

contribute to a more comprehensive understanding of system 

dynamics, offering valuable considerations for the 

optimization of open circuit voltage configurations and 

charging state estimation in battery systems. As we advance, 

this research sets the stage for further studies and 

advancements in the field, enriching the knowledge base for 

future developments. 
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Abstract: In recent decades, the probability of natural disasters has increased due to climate change. As a 

result, the discussion of resilience in the power system literature was raised. One consequence of these events 

is the unwanted operation of some power system equipment, which causes unexpected blackouts and increases 

the value of energy not supplied (ENS) in the system. Insulators are important components of the power system 

that have a great impact on the continuity of supply. Electrical flashover in insulators causes a decrease in 

their insulation strength and might lead to short-circuit faults in the power system. In this paper, the effect of 

dust storms and humidity on the probability of transmission network insulators flashover is investigated. The 

studied insulator is simulated in Electrical AutoCAD software, and after applying pollution and moisture in 

COMSOL-Multiphysics software, the distribution of potential and electric field on the studied insulator is 

obtained using the finite element method (FEM). In order to determine the probability of insulation flashover, 

the candidate points for arc occurrence are selected using the roulette wheel method in MATLAB software, 

and the insulation flashover probability curve is determined in different amounts of dust pollution and three 

humidity levels of 65%, 80%, and 95%. The effects of increasing the creepage distance and using silicone 

rubber materials that have hydrophobic properties are investigated, and various sensitivity analyses are 

conducted. The results indicate that both solutions can significantly reduce the flashover probability of 

transmission insulators. 
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NOMENCLATURE 

Description Symbol 

capacitance of each insulator C 

capacitance of the insulator relative to 

the ground 
𝐶𝐸 

capacitance of the insulator relative to 

the line 
𝐶𝐿 

the length of the insulator H 

the distance from the ground electrode x 

the hardness of the solution in g/cm3 𝑆𝑎 

the electrical conductivity of the 

solution in μs⁄cm at 20℃ 
σ20 

the volume of the pollution solution in 

cm3 
V 

the surface area of the insulator in cm2 A 

the distance between the two nodes of 

interest 
𝑑 

the voltage difference between the 

given nodes 
∆𝑣 

the electric strength of the air gap (3 

kV/mm) 
Ec 
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the number of iterations N 

the counter of no arc conditions 𝑁𝑁𝑜−𝐹𝑙𝑎𝑠ℎ𝑜𝑣𝑒𝑟 

the flashover counter 𝑁𝐹𝑙𝑎𝑠ℎ𝑜𝑣𝑒𝑟 

the flashover probability 𝑃𝐹𝑙𝑎𝑠ℎ𝑜𝑣𝑒𝑟 

1. INTRODUCTION 

1.1. The Effect of Dust Storm on The Resilience of Power 

System 

The main purpose of operating the power system is to 

provide stable electricity [1]. The stability of power systems 

is a critical requirement for modern societies. Natural events 

such as storms, floods and earthquakes, as well as cyber-

attacks that are man-made, have destructive effects on the 

operation and control of the power system. Accurate 

modelling of these events is very difficult due to their random 

nature. Each of these events affects a part of the power 

system. In most researches, forecasts and historical data 

available in meteorological organizations have been used for 

modelling purpose [2]. Power system blackout is one of the 

challenges of the electricity industry and consumers. The loss 

of electrical power can be linked to three sources: power 

outages caused by natural disasters, technical problems, and 

human-made power outages. According to the reports 

provided by the US Department of Energy, among these 

blackout sources, the role of natural disasters is more severe. 

Due to climate change in recent decades, the number and 

severity of climate change related incidents have increased 

worldwide. It can be concluded that most outages originate 

from low-probability events that have a large impact on 

power systems and are known as high-impact, low-

probability (HILP) events [3]. 

Dust storm is defined as solid particles resulting from 

surface soils that are suspended in the air and remain in the 

air for a long time due to their small dimensions and are easily 

moved by air flow [4]. The phenomenon of dust storm is one 

of the most important challenges in North Africa and the 

Middle East. According to the environmental standards, the 

permissible concentration of dust storm in the air is 150 

𝜇𝑔𝑟/𝑐𝑚3during 24 hours. The diameter of dust storm with 

different origins is between 10 and 50 microns. If their 

diameter is less than 10 microns, they are harmful to human 

and animal health. Dust storm particles with a diameter of less 

than 2.5 microns have an unnatural origin and are usually 

caused by human factors [5]. 

1.2. Literature Review 

In [6], the phenomenon of dust storm is investigated. 

Spatial analysis of this phenomenon shows that the main 

areas of dust activities are deserts, including sand dunes that 

have been destroyed by humans. Geographical location and 

climatic conditions are also other factors affecting the 

possibility of this phenomenon. In reference [7], the author 

investigated the effects caused by the phenomenon of dust 

storm on the insulation surfaces of the equipment and 

artificial contamination on the insulation surface was 

simulated using the IEC60507 standard. By applying low 

voltage to the insulator and measuring the amount of leakage 

current, the conductivity coefficient is calculated and the 

amount of pollution is determined from it. Reference [8] 

argues that the increase in pollution affects the performance 

of insulators, and therefore, it is necessary for network 

operators to continuously wash insulators. The results showed 

that the leakage current does not increase significantly with 

the increase of pollution at noon. In  [9], the test of uniform 

and non-uniform pollution in new and old polymer insulators 

have been evaluated. The results show that polymer insulators 

have higher endurance in uniform pollution than in non-

uniform pollution. Moreover, aging in polymer insulators has 

reduced the arc voltage in them. In reference [10],  the 

technical and economic issues related to washing insulators 

and applying RTV coating to combat dust were evaluated. It 

is shown that the number of washing cycles, the washing 

method, the level of contamination and the type of 

contamination in the area affect the cost of washing 

insulators. Moreover, it is argued that factors such as the 

quality of the selected coating, the volume of materials 

required and the quality of the applied coating affect the cost 

of using RTV coating. In paper [11],  an analysis was 

conducted on the contaminating microparticles. The presence 

of moisture creates an electric current path on the insulator 

surface. The presence of contamination on the insulator is 

necessary to form a conductive path, but it is not sufficient. 

In other words, contamination and moisture alone cannot 

cause the insulator to fail. The results show that as the leakage 

current increases, the temperature of the insulator surface 

increases as a result of the passage of this current. In article 

[12], it was stated that the presence of sufficient moisture on 

the contaminated insulator creates a conductive layer on the 

insulator surface by converting dry salt into electrolyte, and 

causes leakage current which is one of the factors of insulator 

failure. Using nanoparticles to create a coating on glass and 

ceramic insulators can prevent dirt and pollution from 

adhering, prevent deep absorption of contaminants on the 

surface, make insulators easy to clean and resistant to acid 

rain, increase resistance to surface scratches, improve 

insulating properties and help insulators remain clean for a 

long time. In paper [13], electric arc voltage tests conducted 

on 20 kV polymer insulators under uniform and non-uniform 

contamination, and different humidity levels were examined. 

The results showed that in presence of non-uniform 

contamination along with humidity, the insulators break 

down occurs earlier than in the case of uniform 

contamination. Moreover, increasing the degree of non-

uniformity of contamination causes an increase in the surface 

conductivity in the insulators and as a result, the occurrence 

of a complete arc is accelerated. In article [14], it was stated 

that the contamination layer will not have much effect on the 

insulation resistance of the insulation as long as it is dry, and 

if it gets wet, it causes the dissolution of particles, and the 

formation of a conductive layer on the surface of the insulator. 

The results show that by having an insulator leakage current 

monitoring system, it is possible to compare the performance 

of high-voltage insulators with different profiles and 

materials in real environmental conditions, and with timely 

notification, washing and repair and maintenance operations 

will be carried out in a timely manner. In  [15], a reduced 

experimental model is used to simulate a practical insulator 

washing equipment. The leakage current is measured using a 

current transformer. The results show that the leakage current 

increases first and then decrease during the washing process. 

In reference [16], the porcelain (PI) and silicone rubber 

insulators (SRI) used in the distribution network are modelled 

using COMSOL-Multiphysics software. The results indicate 
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that at a certain level of humidity, for the same level of 

pollution on the insulators, the intensity of electrical flashover 

on silicon rubber insulators is lower than porcelain insulators. 

The influence of climatic and environmental conditions on 

high voltage insulators have been discussed in  [17]. The 

results show that even by observing the appropriate creepage 

distance in these environmental conditions, the insulation 

strength against power frequency voltages is compromised, 

and electrical flashover has occurred in the insulators. In [18], 

the behavior of aging and electrical failure of silicone rubber 

insulators under pollution and dry tape conditions are 

investigated, and the breakdown voltage and electric field 

distribution at different levels of pollution intensity have been 

measured. The practical results and simulation show that with 

the reduction of the intensity of pollution, the strength of 

failure and the probability of electrical failure decreases. In 

[19], the fragility curve of transmission line conductors 

against storms has been estimated. Uncertainties related to the 

behavior of transmission line conductors due to the conductor 

capacity and the random nature of wind fluctuations are 

considered. In reference [20], the authors state that the 

majority of distribution network failures during storms are 

related to tree branches hitting network conductors, trees 

falling on distribution network feeders, bird bodies hitting 

distribution feeders, and breaking bridges due to strong 

winds. In order to estimate the probability of equipment 

failure, the concept of fragility curve is used. In [21, 22], the 

importance of hardening distribution feeder lines and 

installing distributed generations  (DGs) has been discussed. 

Harding of the distribution network is one of the most 

effective methods to improve the resilience of distribution 

networks against natural events [22]. The use of DGs has 

increased due to their effect in improving the voltage profile, 

reducing power losses, reducing greenhouse gas emissions, 

increasing power quality, and increasing the reliability and 

resilience of the distribution system [21, 22]. By comparing 

the results, it is possible to show the effect of increasing the 

resilience of the distribution system and reducing the risk of 

the system by hardening the line conductors and optimal 

installation of distributed generation resources [22]. Paper 

[23] proposes a resilience assessment framework focused on 

planning to increase the level of resilience of the transmission 

system. The probabilistic model of the storm is presented with 

respect to the wind field and using the uncertainty in the 

intensity and track of the storm by the probability distribution. 

In Ref [24], the importance of evaluating system components 

to improve resilience in strengthening the network structure 

and designing a recovery strategy is discussed. Firstly, the 

component failure rate model under wind storm conditions is 

presented. Based on this model, the state of the system in the 

conditions of wind storms is sampled using the non-

sequential Monte Carlo (MC) simulation method. After 

sufficient sampling of the system state, the repair time of the 

components is obtained. Copeland's ranking method is used 

to rank the importance of the components. In article [25] the 

necessity of using energy storage systems with the aim of 

increasing the reliability of the network and its use during off-

peak as well as on-peak times is stated. In this model, the 

failure of components such as generators, pumps, turbines, 

control and protection systems is considered. The results 

show that the use of energy storage systems increases the 

reliability of the power system. In paper [26], the importance 

of using clean energy has been emphasized due to its 

advantages such as low cost and ease of installation. 

Moreover, the problem of Generation Expansion Planning 

(GEP) in presence of demand response has been examined. 

Using the Weibull distribution function, the uncertainty of 

wind power plants and rewards and penalties have been 

modeled. Using the genetic algorithm in the proposed model, 

the optimal number of turbines has been determined and the 

results show that the expected unsupplied energy index has 

decreased. The paper [27] proposes a quantitative resilience 

assessment framework for power transmission systems 

operating under typhoon conditions that considers both the 

spatial and temporal impacts of the typhoon. Finite element 

component modelling is developed to model component 

failure probability. The simulation results have highlighted 

the capability of the proposed method in assessing and 

quantifying the resilience of power transmission systems 

against hurricanes. 

1.3. Methodology and Contributions 

Since most of the power system customers are fed from 

the distribution network, it is essential to have a high level of 

reliability and resilience at the distribution network level. 

Considering that the transmission network is located 

upstream of the distribution network and the transmission of 

energy from power plants to consumers is the responsibility 

of the transmission network, the need to have an acceptable 

level of stability and resilience is crucial to meet the needs of 

customers on the distribution network side. Therefore, it is 

necessary to evaluate the reliability and resilience of 

transmission network against various types of unforeseen 

natural events to help system operators determine preventive 

and corrective measures. Review of the above-mentioned 

researches reveals that the importance and impact of the dust  

storms, especially in the transmission network, have been 

rarely discussed. Meanwhile, a number of Middle Eastern 

countries such as Iran, Iraq, Saudi Arabia, etc. are currently 

dealing with this phenomenon. Moreover, the historical 

investigation of the occurrence of dust storm in Khuzestan 

province in Iran in 2017 shows that the impact of this 

phenomenon on the distribution and transmission network 

was high and it resulted in a lot of damages, blackouts and 

ENS [7].  In most of the studies conducted, the impact of wind 

storm was examined, while due to the climatic conditions of 

the Middle East, the occurrence of dust storms has increased 

significantly in recent years. According to the explanations 

given, the main problems in previous articles are: 

• Less attention is paid to modeling the impact of dust storm 

phenomenon on power system. 

• Failure probability of transmission system equipment during 

dust storm is not evaluated. 

 Therefore, in this paper we will evaluate the probability 

of transmission network insulators failure during dust storms 

and in various levels of humidity. In Table 1, the features of 

the reviewed articles are discussed and the features of the 

presented model are also shown.  

On this basis, the main goal of this paper is to find the 

flashover probability of transmission network insulators in 

different levels of humidity and fine dust pollution. It is 

necessary to firstly examine the equations and relationships 

between the electric field and the electric potential 

distribution on the surfaces of the insulators. 
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Table 1: Comparison between the reviewed articles and the 

proposed model. 

Feature 
Network Resilience 

Reliability 
T D I II III IV 

[8] ✓ × × × × × ✓ 

[15] ✓ × × × × × × 

[16] × ✓ × × × ✓ × 

[19] ✓ × × ✓ × × × 

[20] × ✓ × ✓ × × × 

[21] × ✓ × ✓ ✓ × × 

[22] × ✓ × ✓ × × × 

[23] ✓ × × ✓ × × × 

[25] ✓ × ✓ × × × × 

[27] ✓ × ✓ × × × × 

Proposed Model ✓ × × × × ✓ × 

T: Transmission Network, D: Distribution Network, I: Wind, II: 

Storm, III: Flood, IV: Dust storm & Humidity. 

On this basis, the main goal of this paper is to find the 

flashover probability of transmission network insulators in 

different levels of humidity and fine dust pollution. It is 

necessary to firstly examine the equations and relationships 

between the electric field and the electric potential 

distribution on the surfaces of the insulators. Then, a sample 

transmission insulator is created in simulation software, and 

by applying different amounts of moisture and fine dust on its 

surface, the possibility of electrical breakdown is examined. 

Finally, the effect of different levels of fine dust and humidity 

on transmission insulators is investigated. 

Based on this, the contributions of this paper can be listed 

as follows: 

• Simulating a sample 230 kV insulator in AutoCAD 

software, and applying moisture and fine dust to the designed 

insulator in COMSOL software. 

• Investigating the flashover probability of the studied 

insulator in MATLAB software. 

• Investigating the effects of fine dust and humidity on 

the flashover probability of different models of transmission 

network insulators. 

The remainder of this paper is organized as follows: In 

Section 2, the role of the insulator in power system and its 

types, as well as how the electric field and potential are 

distributed on its surface are discussed. In Section 3, the 

process of calculating the probability of electrical failure in 

the modelled insulator is examined. Numerical results are 

provided in Section 4 and conclusions are presented in 

Section 5. 

2.  INSULATOR MODELLING 

2.1.  Insulator Types 

An insulator is a device that has a high electrical strength 

and is installed between the live conductor and supporting 

structures such as transmission towers and distribution poles. 

In addition to insulating the conductor from the pole, 

insulators also form a mechanical connection between the 

conductor and the supporting structure  [28]. The main 

functions of insulators include: 

• Insulators must isolate the conductor from the pole 

while being able to withstand the highest voltage under 

normal conditions without any leakage current. They should 

also have the necessary electrical strength when overvoltage 

occurs. 

• The insulator must have the ability to withstand the 

mechanical forces caused by the weight of the conductor and 

the applied force caused by wind and ice on the conductor, 

without reducing the permissible distance of the conductor 

from the body and the base arm. 

• The insulator must be resistant to severe weather 

changes and temperature changes and not lose its electrical 

and mechanical properties over time [28]. 

Classification of types of insulators is done based on the 

type of insulating material used in them and they are 

classified into three main categories of ceramic, glass and 

polymer insulators [28]. In the following, we briefly review 

the characteristics of different insulators. 

2.1.1. Ceramic insulator 

These types of insulators have high electrical strength 

against discharge caused by electric arc and corona 

phenomena, because the ceramic used in them has a high 

melting temperature of about 1500℃. Due to being brittle, 

special care should be paid when carrying these types of 

insulators. A special type of ceramic insulators is used in 

areas with high pollution, where a type of semiconductive 

glaze is used instead of the usual insulating glaze [7, 28] 

2.1.2. Glass insulators 

Raw materials such as silica, feldspar, dolomite, etc. are 

used to make this type of insulator. These materials are 

melted, homogenized and moulded in special furnaces. Then 

they are cooled by air jets for hardening. The mechanical 

endurance of this type of insulator is 1.5 times that of 

porcelain insulators. Moreover, the electrical strength of this 

type of insulator is higher than that of porcelain insulators. 

Moisture is easily distilled from the surface of these types of 

insulators; But these insulators attract more dust. The most 

widely used types of glass and ceramic insulators in the world 

are cap and pin insulators [7, 28]. 

2.1.3. Polymer insulators 

The body of this class of insulators is made of organic 

materials and hydrocarbons. These types of insulators have 

weaker electrostatic strength than ceramic and glass 

insulators. Over time, they lose their electrical and 

mechanical properties and become worn-out. Since organic 

materials have low energy, they are not easily wetted by water 

and have high hydrophobic properties. Compared to ceramic 

and glass insulators, it is lighter and less brittle [7, 28]. 

2.2. Potential Distribution on the Insulator Surface 

The potential distribution on the surface of the insulator 

is non-uniform due to the presence of metal parts. Fig. 1 

shows the capacitance model of the insulator chain, where C 

is the capacitance of each insulator, 𝐶𝐸  is the capacitance of 

the insulator relative to the ground, and 𝐶𝐿is the capacitance 

of the insulator relative to the line. H is the length of the 

insulator, and x is the distance from the ground electrode. 

We assume that the capacities C, 𝐶𝐸   and 𝐶𝐿 are constant, 

and their relationship with the length of the insulator is shown 
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Fig. 1: Insulator capacitance model [29]. 

 

as (1) to (3) [30]: 

(1 ) 𝐶′ = 𝐶 × 𝐻 

(2 ) 𝐶𝐿
′ =

𝐶𝐿

𝐻
 

(3 ) 
𝐶𝐸

′ =
𝐶𝐸

𝐻
 

The voltage and current equations will be in the form of 

(4) and (5) [30]: 

(4 ) 𝑑𝑈𝑥

𝑑𝑋
=

1

𝑗𝜔𝐶′
 

(5 ) 
𝑑𝐼

𝑑𝑋
= 𝑈𝑥 𝑗𝜔𝐶′ + (𝑈𝑥 − 𝑈𝐸𝐿 ) 𝑗𝜔𝐶′ 

2.3. Electric Field 

In the design of high voltage equipment, it is very 

important to know the electric field distribution, because the 

field intensity must be tolerable for electrical insulation at all 

points. The critical value of electric field intensity (Ec) refers 

to the maximum electric field intensity that can be tolerated 

without causing electrical failure in insulating materials. This 

value depends on the physical and chemical characteristics of 

the insulators, including their composition and structure. 

Humidity is one of the important factors that can affect the 

critical value of electric field intensity. In conditions where 

the humidity in the environment increases, water can act as a 

poor conductor and thus reduce the insulation resistance. 

Studies show that the critical value of electric field intensity 

in the air should not exceed 3 (kV/mm) [31]. Some electric 

fields, such as homogeneous fields, can be obtained 

analytically, but if the geometrical shape of insulators and 

electrodes is complicated, it will be difficult to perform 

calculations analytically, and as a result, it is done using 

numerical methods and iterative calculations. The intensity of 

the electric field is considered as the gradient of the electric 

potential, and we will have [32]: 

(6 ) 𝐸 = −𝑔𝑟𝑎𝑑 𝑉 = −𝛻𝑉 

Since the field is created by the presence of electric 

charges, the divergence of the electric flux density will be 

equal to the volume density of the electric charge [32]: 

 

(7 ) 𝑑𝑖𝑣 �̅� = 𝜌 

If there is no charge in the space under study, the 

relationship between E and D is obtained from (8) [32]: 

(8 ) 𝐷 = 𝜀𝐸 

(9 ) 𝑑𝑖𝑣 �̅� =  
𝜌

𝜀
 

Using (6) and (8), we will have [32]: 

(10 ) 𝑑𝑖𝑣 𝛻𝑉 = −
𝜌

𝜀
 

Moreover, the divergence of the gradient is equal to the 

Laplacian [32]: 

(11 ) 𝛻2𝑉 = −
𝜌

𝜀
 

Using Poisson's equation, equation (11) in Cartesian 

coordinate axes will be as follows [32]: 

(12 ) 𝛻2𝑉 =
𝛻2𝑉

𝜕𝑥2
+

𝛻2𝑉

𝜕𝑦2
+

𝛻2𝑉

𝜕𝑧2
= −

𝜌

𝜀
 

It is very difficult to solve voltage equations in non-

homogeneous field distribution, and for this purpose, an 

iterative numerical method is used. Among the numerical 

methods, we can mention finite difference method, finite 

element method, charge simulation method and boundary 

element method [32]. 

2.3.1. Finite Difference Method 

The finite difference method (FDM) is one of the 

numerical techniques used to solve partial differential 

equations (PDEs). To use this method, the desired domain is 

divided into a discrete network and the coordinates of each 

point in the network are determined as (i,j). Then the spatial 

derivatives in the equations are approximated using finite 

differences. By replacing the approximated derivatives in the 

original equations, a set of linear equations is obtained which 

can be represented as a matrix, and can be solved by different 

numerical methods such as Gauss-Seidel. Finally, the results 

should be analysed and checked to confirm their accuracy 

[32]. 

2.3.2. Finite Element Method 

The main idea of the finite element method is to divide 

the object or area under analysis into a large number of finite 

elements. These elements may be one, two or three-

dimensional. The classic and popular type of element for the 

two-dimensional case is the triangular element. The nodes of 

this type of element are conveniently located at the vertices 

of the triangle. In the two-dimensional case, rectangular 

elements can also be used, but triangular elements are more 

suitable for meshing complex shapes. After discretization, it 

is time to obtain the stiffness matrix for each element. In this 

method, a digital computer is required due to the high 

computational burden. Solving problems with this method is 

done using commercial finite element software such as 

COMSOL, ANSYS, Abaqus, CATIA, etc [32]. 

2.3.3. Charge Simulation Method 

Charge simulation method is one of the simple and 

effective techniques in the analysis of electric fields. This 

method is based on the principle of superposition, which 
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states that the electric field caused by several point charges is 

equal to the sum of the electric fields caused by each charge. 

In this context, the charges in the system are identified and 

their positions are determined, and then the associated electric 

fields are calculated and aggregated to yield the total field 

[32]. 

2.3.4. Boundary Element Method 

The boundary element method (BEM) is based on the 

principle of superposition and the theory of potentials. In this 

method, physical fields are expressed as integral equations on 

the boundary of the domain. Firstly, the boundary conditions 

and the field type are determined. Then the governing 

equations of the field are written in integral form. Then, using 

the boundary conditions and basic functions, the integral 

equations are established, and solved using numerical 

techniques to obtain the field values at the boundary points. 

In this method, due to the fact that only the boundaries are 

analysed, the number of variables required to solve the 

problem is reduced. In many problems, BEM can provide 

higher accuracy than other methods [32].  

Table 2 shows the advantages and disadvantages of each 

of the presented methods. Due to the complex and different 

geometric shapes in the structure of the insulator cap and pin, 

and since we use COMSOL software, which is one of the 

most powerful engineering software in analysis, and 

considering the other advantages of the finite element method 

over other methods stated in Table 2, FEM has been chosen 

to conduct electrostatic field studies. 

2.4. Insulator Modelling 

2.4.1. Introduction of the studied insulator 

The modelled insulator is shown in Fig.2, which is a 

porcelain type with a rated voltage of 230 kV from the 

catalogue of 120 kilonewton insulators of POWER 

TRIGOLD. Using the insulator catalogue in Table 3, its exact 

dimensions are extracted. This insulator is called type 1 

insulator in this paper. 

2.4.2. Calculation of Electrostatic Fields 

According to the review of the literature, the presence of 

dust alone does not cause an electric arc on the insulator 

 

Table 2: Advantages and disadvantages of the introduced methods [33-35]. 

Method Advantage Disadvantage 

Finite difference 

method 

 

• Understandable and simple 

• Fast calculations in simple problems 

• Can be used to solve ordinary and partial 

differential equations 

• Low accuracy 

• Difficult to implement on problems with complex 

geometry 

• Reduced accuracy at boundary points 

Finite element 

method 

 

• Suitable for complex geometries and different 

boundary conditions 

• High accuracy of results with proper discretization 

• Usable for problems with variable material 

properties 

• More complex to learn and implement 

• Requires long computation time 

• Requires the use of specialized software 

Charge simulation 

method 

• Easy to understand and use 

• Can be used for quick and approximate analyses 

• Dependence of the accuracy of the results on the 

assumptions 

• Inability to solve problems with complex geometries 

Boundary element 

method 

 

• Reduces the dimensions of the problem because it 

only considers the boundaries 

• High accuracy in non-local problems with specific 

boundary conditions 

• Usable for problems with variable material 

properties 

• Requires a deeper understanding of mathematics and 

physics 

• Difficult for complex and multidimensional geometries 

• Dependence of the accuracy of the results on the 

assumed boundary conditions 

 

 
Fig. 2: Type 1 insulator cap and pin model [36]. 

 

Table 3: Data of type 1 insulator [36]. 

IEC Class  U120BS 

Type  XP-120 

Porcelain Disc Diameter, D. mm  245 

Unit Spacing, H. mm  146 

Standard Coupling to IEC 120  16B/16A 

Creepage Distance, mm  320 

Combined M & E Strength, kN  120 

Routine Test Load, kN  48 

Power Frequency Flashover Voltage Dry, kV 78 

Wet, kV 45 

50% Impulse Flashover Voltage Pos., kV 120 

Neg., kV 125 

Power Frequency Withstand 

Voltage 

Dry, kV 70 

Wet, kV 40 

Impulse Withstand Voltage, kV  110 

Power Frequency Puncture Voltage, kV  110 
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surface, and when the insulator surface is also covered with 

moisture in addition to dust, a path for the creation of an 

electric arc is created. This path is modeled as a conductive 

layer. As a result, to model the effect of dust on the insulator, 

a conductive layer with a thickness of 2 mm has been created 

on the insulator surface. Table 4 shows information related to 

the levels of contamination based on different standards. 

According to the IEC standard, if the level of contamination 

exceeds 0.6 mg/cm2, the contamination level will be very 

heavy. 

Finite element method has been used to simulate and 

calculate electrostatic fields. To simulate dust on the 

insulator, an outer layer with a thickness of 2 mm is 

considered on the surface of the insulator. By changing the 

conductivity of the outer layer, the effect of different 

environmental conditions of humidity and pollution can be 

simulated on the surface of the insulator. Fig.3 shows the 

conductive layer created on the insulator, the conductivity of 

which is determined based on the data in Table 5. 

The characteristics of the pollution layer change due to 

different pollution intensities. Table 5 typically presents the 

characteristics of different levels of pollution.  

Therefore, by increasing the ESDD value in the present 

study, the effect of various pollutants such as industrial and 

marine pollution can be calculated in determining the 

probability of failure of electrical insulators located in the 

vicinity of these areas. 

From (11) and (12), we have [31]: 

(13 ) 𝛻. 𝜀𝛻𝑉 = −𝜌𝑠 ⇒ 𝜀𝛻2𝑉 + 𝜌𝑠 = 0 

In (13), 𝜌𝑠 is the flux density and ε is the permeability 

coefficient; As a result, the voltage distribution in the 

presence of contamination will be as follows [31]: 

(14 ) (𝜎 + 𝑗𝜔𝜀)𝛻2𝑉 + 𝑗𝜔𝜌𝑠 = 0 

In (14), σ is the conductivity and ω is the angular 

frequency (ω=2πf). Since the surface charge density along the 

length of the insulator is zero (𝜌𝑠=0), equation (14) is 

rewritten as (15) [31]: 

(15 ) 𝑆𝑎 = (5.7 × 10−4 × 𝜎20)1.03 

𝑆𝑎 is the hardness of the solution in g/cm3 and σ20 is the 

electrical conductivity of the solution in μs⁄cm at a 

temperature of 20℃, V is the volume of the pollution solution 

in cm3, and A is the surface area of the insulator in cm2. 

As a result, the pollution intensity index is extracted from 

(16) [7]: 

(16 ) 𝐸𝑆𝐷𝐷 =
𝑆𝑎 × 𝑉

𝐴
 

 
 

Table 4: Different levels of pollution based on common 

standards [7]. 

Pollution Level IEC IEEE CIGRE 

Very Light - 0-0.03 0.015-0.03 

Light 0.03-0.06 0.03-0.06 0.03-0.06 

Medium 0.1-0.2 0.06-0.1 0.06-0.12 

Heavy 0.3-0.6 >0.1 0.12-0.24 

Very Heavy >0.06 - 0.24-0.48 

Special - - >0.48 

Table 5: Information about different pollution levels [18]. 

Counductivity (S/m) ESDD (mg/cm2) Pollution Level 

1.4 0.035 Light 

4 0.1 Medium 

8 0.2 Heavy 

16 0.4 Very Heavy 

 

 
Fig. 3: Conductive layer created on the insulating shed to 

simulate dust. 

2.4.3. Simulation of the Studied Insulator 

At first, the studied insulator is designed in AutoCAD 

software. Fig.4 shows the pin and cap of the studied insulator 

in the AutoCAD Electrical software environment. Then we 

use Multiphysics 6.2 COMSOL program to simulate the 

pollution and moisture layer on the insulator. This program is 

one of the powerful tools for simulating physical and 

engineering phenomena. This software is especially used in 

the fields of electromagnetism, fluid mechanics, heat transfer 

and structural analysis. Fig.5 shows the electric potential 

distribution on the insulator designed in COMSOL software. 

Due to axial symmetry along the length of the insulator, two-

dimensional modeling has been used for simulation. The 

electric field distribution on the studied insulator is shown in 

Fig.6. 

In the next step, we determine the type of insulating 

material and the characteristics of the space around it. We put 

the material around the chain as air, cap and pin as iron, and 

silicon as the shackle. Table 6 shows the specifications of the 

materials used in the design of the insulator. 

The boundary conditions of the problem are determined 

as the known potential of the high voltage electrode and the 

zero potential of the ground electrode. Fig.7 shows the 

meshing of the insulator and the space around it. 

3. CALCULATING THE FLASHOVER PROBABILITY 

Using the Finite Element Method (FEM), the electric 

field and potential distribution throughout the insulator is 

calculated. Complete electrical breakdown occurs when the 

average electric field between two points is greater than the 

critical value of electric field intensity (𝐸𝑐), equation (17) 

shows this concept [16]. 

To calculate the probability of electric arc jumping from 

one point to other points on the surface of the insulator, first 

the voltage difference between the desired point (such as 

point x) and its  surrounding  points  should  be  calculated  in 

(17) ∆𝑣(𝐸) > 𝐸𝑐(𝐻) × 𝑑 
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Fig. 4: Cap and pin modeling of type 1 insulator in 

AutoCAD software. 

 

 
Fig. 5: Electric potential distribution on type 1 insulator in 

COMSOL software. 

 

each step. Then, all the points whose voltage difference with 

the desired point is greater than the critical value are 

considered as possible points for electric arc jump [16]. Fig.8 

shows the process of selecting candidate points. 

 
Fig. 6: Electric field distribution on type 1 insulator in 

COMSOL software. 

Table 6: Characteristics of the materials used in the design 

of type 1 insulator [31]. 

Air Iron Silicone rubber Material 

0 1.4 × 10−7 1 × 10−18 Counductivity (S/m) 

1 100~500 3.6 Permittivity (F/m) 
 

 

 
Fig. 7: Type 1 insulator meshing in COMSOL software. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8: Determining the initial point (X) and checking the 

probability of arc to each of the surrounding points. 

 

The possible points for jumping the arc are placed 

randomly in a roulette wheel. The probability of arc jump 

depends on the intensity of the voltage difference and the 

distance between the points. Fig.9 shows an example of the 

process of selecting the next candidate point to check the 

probability of arc. 

 
Fig. 9: Using the roulette wheel to determine the next point 

in consecutive arcs. 

 

Finally, to calculate the flashover probability 

(𝑃𝐹𝑙𝑎𝑠ℎ𝑜𝑣𝑒𝑟), a certain number of arc jump processes must be 

repeated. Flashover probability is calculated using the ratio of 

the number of complete flashovers (𝑁𝐹𝑙𝑎𝑠ℎ𝑜𝑣𝑒𝑟) to the total 

number of flashovers (𝑁𝐴𝑙𝑙). 
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(18 ) 𝑃𝐹𝑙𝑎𝑠ℎ𝑜𝑣𝑒𝑟 =
𝑁𝐹𝑙𝑎𝑠ℎ𝑜𝑣𝑒𝑟

𝑁𝐴𝑙𝑙

 

 

In general, the relationship between AutoCAD, 

COMSOL and MATLAB software is shown in Fig.10. First, 

we design the insulator in AutoCAD Electrical software. 

From the Geometry section, using the Import option, we 

import the designed CAD file into the COMSOL software. 

Then, in the Materials section, enter the materials used in the 

insulation and apply the desired pollution and humidity in the 

Electric Current section. At the end, we extract the output text 

file in the Result section. By calling the text file in MATLAB 

software and using the procedure mentioned in Fig. 11, the 

probability of insulation failure is calculated. Fig.11 shows 

the process followed to calculate the probability of electrical 

breakdown in the insulator. We indicate the total number of 

iterations with N and set it equal to 100. At first, it is 

necessary to call the coordinates and voltage value of all the 

points in the text file taken from COMSOL software in 

MATLAB. Then, the point with the highest voltage is 

selected as the starting point for checking successive arcs. 

After finding this point using (17), the probability of arc 

occurrence is calculated for all the surrounding points. If the 

probability of arc occurrence to the surrounding points is 

equal to zero, we add one to the counter of no arc 

(𝑁𝑁𝑜−𝐹𝑙𝑎𝑠ℎ𝑜𝑣𝑒𝑟) in this iteration. On the other hand, if the 

calculated probability is not equal to zero, that means the field 

difference between two points is greater than Ec (3 kV/mm), 

the next candidate point is selected using the roulette wheel, 

and this process continues until the voltage of the point where 

the arc is struck is equal to zero, in other words, the arc has 

reached the end point of the insulator. In this case, the 

flashover counter (𝑁𝐹𝑙𝑎𝑠ℎ𝑜𝑣𝑒𝑟) is incremented by one. Finally, 

if 100 repetitions for the insulator at a certain level of 

pollution and humidity are examined, the probability of 

failure will be calculated based on (18). To obtain the 

probability of failure in each level of humidity and different 

amounts of pollution in each step, the text output file taken 

from COMSOL software was called and the probability of 

failure for each level of humidity and pollution was calculated 

according to the flowchart in Fig.11. 

4. NUMERICAL RESULTS 

4.1. Model Validation  

Most of the reviewed articles have considered the 

calculation of leakage current in different levels of dust and 

humidity. In articles [16] and [31], the probability of failure 

at different pollution levels and humidity of 80% has been 

investigated for 36 kV and 66 kV insulators. On the other 

hand, reference [37] have not mentioned the humidity level 

used for investigating the failure probability of 138 kV 

insulators. Given that the detailed data of the insulator model  

and humidity level in [31] and [37]  are not provided. we have 

investigated the probability of failure of the silicone rubber 

insulator introduced in [16]. For this goal, we have modelled 

the insulator according to the explanations mentioned in the 

article. Subsequently, the failure curve was extracted for the 

modelled insulator. In Fig. 11, the curve reported in [16] and 

the curve that we extracted by simulation are compared. 

 

 
 

Fig. 10: Established links between software packages. 

 

Fig. 11: Comparison of failure probability obtained from 

simulation and the curve reported in [11]. 

The results show that the obtained failure probability is 

in good agreement with the data in [11], and after validating 

the modelling process, we proceeded to examine the 230 kV 

insulator. 

4.2. Calculation of Failure Probability in the Studied 

Insulator 

In this section, we import the x and y values from the 

output of the text file taken from COMSOL software into 

MATLAB software. It is necessary to select insulator’s high 

voltage point as the reference point to check possible arcs. 

In the insulator, electric breakdown occurs completely when 

these arcs start from the high voltage point and reach the point 

that has zero voltage (the bottom of the insulator). In this case, 

a complete arc occurs, but in some cases, the arc may advance 

to a certain point, but not reach the end of the insulator. In this 

case, we will not have a complete arc. Fig.12 shows examples  
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Fig. 11: Flashover probability calculation flowchart. 

of complete and incomplete arc. Table 7 shows two 

examples of complete and incomplete arc processes that are 

determined based on (18). After going through the process 

mentioned for each of the data extracted at different levels of 

humidity and pollution, the probability curve of the insulation 

failure under study is shown in Fig. 13. 

4.3. Sensitivity Analysis 

4.3.1. Case study 1 

Firstly, we want to investigate the effect of pollution on the  

 

 
Fig. 2: (a) An example of a complete arc on an insulator 

surface, (b) An example of an incomplete arc on an insulator 

surface. 

 

Table 7: Successive arcs in two complete and incomplete 

arc states for type 1 insulation in 65% humidity and ESDD 

of 0.2 (mg/cm2). 

Incomplete arc 

j X Y V(V) 

1 43.9163 47.2675 6.147 × 106 

2 37.5892 90.9209 5.6652 × 106 

3 93.4627 140.5593 4.5192 × 106 

4 94.1069 192.20201 4.2863 × 106 

5 154.2661 190.6057 4.1587 × 106 

6 154.2661 190.6057 4.1587 × 106 

Complete arc 

j X Y V(V) 

1 28.0634 2.3392× 103 1.1104 × 106 

2 22.6748 2.339× 103 1.0908 × 106 

3 22.7363 2.344× 103 9.141 × 105 

4 40.7162 2.3608 × 103 1.6772 × 105 

5 37.9779 2.3581 × 103 8.0465 × 104 

6 36.7238 2.359 × 103 0 

 

probability of failure on the surface of the insulator at a 

constant level of humidity. According to the curve obtained 

in Fig.13, it can be concluded that for a constant humidity 

level such as 65%, with increasing pollution, the possibility 

of flash over in the insulator has increased. For example, the 

probability of electrical failure in ESDD of 0.1 is about 4%, 

while in ESDD of 0.5, the probability of failure is 32%. This 

point shows the effect of micro dust on power grid elements, 

especially high voltage insulators, which reduces the stability 

and reliability of the power system due to the occurrence of 

arcing in these insulators. Table 8 shows the probability of arc 

occurrence in 65% humidity for type 1 insulator at different 

pollution levels. 

4.3.2. Case study 2 

In this case, we intend to investigate the effect of 

humidity on the possibility of insulation failure in the 

presence of pollution. It was mentioned in the reviewed 

papers that the presence of  fine  dust  alone  does  not  cause  
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Fig. 13: Flashover probability of type 1 insulator at different 

levels of pollution and humidity. 

 

Table 8: The flashover probability at 65% humidity for 

different amounts of pollution in type 1 insulator. 

Humidity (%) ESDD (mg/cm2) Flashover Probability (%) 

65 0.1 4.2 

65 0.5 32 

65 1 84 

65 5 100 

65 10 100 

 

arcing in insulators, and the presence of moisture along with 

fine dust creates the possibility of electrical breakdown in 

insulators. According to the results of Table 9, which are 

extracted from Fig. 13, we find that in a fixed level of 

pollution, by increasing the humidity, the probability of 

failure increases and this will affect the reliability of the 

power system. 

4.3.3. Case study 3 

In this section, we increase the number of discs from 18 

to 23, and call it type 2 insulator. All the materials are similar 

to Table 6. We calculate the possibility of failure in 80 % 

humidity for different amounts of contamination for type 2 

insulator. In Table 10, samples of complete and incomplete 

arc on type 2 insulator are provided. Fig. 14 compares the 

probability of type 1 and type 2 at humidity level of 80  . 

In Table 11, the probability of failure for type 1 and 2 

insulators in 80% humidity and different levels of 

contamination is compared. As can be seen, with the increase 

in the number of disks and the increase in the creepage 

distance, the probability of electrical failure has decreased. 

4.3.4. Case study 4 

Among the ways to reduce the probability of arcing in 

power system insulators before natural disasters, predicting 

the probability of natural events [20], replacing worn-out 

elements of the network [2, 19], washing program of the 

insulators [8], using silicone rubber insulators [16], using 

organic paint coating to repair corrosion [29] and using  

insulators with more sheds [16]. As for the third study, we 

increase the number of sheds and set the type of insulating 

materials according to Table 12. The insulator studied in this 

section is called type 3 insulator. The potential distribution on 

the type 3 insulator in the COMSOL software environment is 

shown in Fig.15, and  the  electric  field  distribution  on  this  

 
Fig. 14: Comparing the flashover probability of type 1 and 

type 2 insulators in 80% humidity for different amounts of 

pollution. 

 

Table 9: The effect of humidity on the flashover probability 

of type 1 insulator. 

Humidity (%) ESDD (mg/cm2) Flashover Probability (%) 

65 0.6 42 

80 0.6 55 

95 0.6 78 

 

Table 10: Successive arcs in two complete and incomplete 

arc states for type 2 insulator in 80% humidity and ESDD of 

0.3 (mg/cm2). 

Incomplete arc 

j X Y V(V) 

1 22.8496 1.3824×103 3.4535×105 

2 43.4439 2.4347×103 2.5296×105 

3 19.1831 2.3937×103 4.6612×103 

4 19.1831 2.3937×103 4.6612×103 

Complete arc 

j X Y V(V) 

1 9.7955 1.8878×103 2.148 ×106 

2 9.6899 2.242×103 7.9706×105 

3 130.659 2.3292×103 4.9211×104 

4 12.3583 2.3273×103 7.5626×103 

5 129.4585 2.328×103 0 

 

Table 11: Comparing the probability of electrical 

breakdown of type 1 and 2 insulators for 80% humidity. 

Flashover Probability (%) )2ESDD (mg/cm Insulator Type 

6 
0.1 

1 

0.4 2 

44 
0.5 

1 

18 2 

92 
1 

1 

54 2 

100 
10 

1 

72 2 

 

Table 12: The material used in the type 3 insulator [31]. 

Air Metal fittings Fiberglass 
Silicone 

rubber Material 

0 3.774 × 104 1 × 10−18 1 × 10−18 Counductivity 

(S/m) 

1 1 4.2 3.6 Permittivity 

(F/m) 
 

insulator is shown in Fig. 16. Fig.17 shows the meshing on 

the surface of the type 3 insulator in the  COMSOL  software  
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Fig. 15: Electric potential distribution on type 3 insulator in 

COMSOL software. 

 
Fig. 16: Electric field distribution on type 3 insulator in 

COMSOL software. 

 

Table 13: Specifications of type 3 insulator [38]. 

Voltage Level kV 230 

Tensile Strength kN 160/80 

Creepage Distance, mm mm 11000 

Arcing Distance mm 2650 

Section Distance mm 2920 

Lighting Impulse Withstand Voltage 
Pos., kV 1050 

Neg., kV 1080 

Power Frequency Withstand 

Voltage 

Dry, kV 460 

Wet, kV 510 

 

environment. The specifications of the type 3 insulator are 

reported in Table 13. 

Fig. 18 compares the probability of failure of type 1 and 

type 3 insulators in 80% humidity. The effect of increasing 

the number of sheds as well as the materials used in insulation 

coating can be clearly seen in the probability of insulation 

failure. In type 1 insulator with ESDD of 1 and 80% humidity, 

the probability of electrical failure is more than 90%, while in 

type 3 insulator with the same pollution and humidity 

conditions, the probability of electrical failure is about 35%. 

Table 14 shows the probability of flashover for type 1 and 3 

insulators for 80% humidity in different pollution levels. 

4.3.5. Case study 5 

In the following, different conductivity levels are applied 

to each of the 3 studied insulator types at 80% humidity. The  

 

 
Fig. 17: Meshing on type 3 insulator in COMSOL software. 

 

Table 14: Comparing the probability of electrical 

breakdown of type 1 and 3 insulators for 80% humidity. 

Flashover Probability (%) )2ESDD (mg/cm Insolation Type 

6 
0.1 

1 

0.025 3 

44 
0.5 

1 

11 3 

92 
1 

1 

35 3 

100 
10 

1 

89 3 

 

 
Fig. 18: Comparing the flashover probability of type 1 and 

type 3 insulators in 80% humidity for different amounts of 

pollution. 

results in Fig. 19 show that by increasing the amount of 

ESDD, the conductivity also increases, resulting in a higher 

flashover probability. Moreover, the probability of failure at 

each humidity level is higher in type 1 insulator, while type 3 

insulator has the lowest probability. 

4.4. Curve Fitting Results 

In order to use the obtained results more easily, using the 

curve fitting toolbox of MATLAB software, the equations of 

distribution probability function are obtained and reported in 

Table 15. In these equations, the probability of flashover is 

indicated by y and the value of ESDD is indicated by x. Fig. 

20 shows an example of curve fitting in MATLAB software. 

In Fig. 20, the blue curve is the flashover curve of type 1 

insulator at 65% humidity and the orange curve is the fitted 

probability distribution function. 
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Fig. 19: Comparison of the failure probability of three types 

of insulators in different conductivities. 

 

 
Fig. 20: Comparison of the flashover curve of type 1 

insulator at 65% humidity with the fitted probability 

distribution function. 

  

Table 15: Probability distribution function for the fragility curve of the studied insulator. 

Type of insulation Probability Ddistribution Function 

Type 1 insulator - H:65% y = 2.7563 × 10−4(x5) − 0.0083(x4) + 0.095(x3) − 0.5037(x2) + 1.2275x − 0.1018 

Type 1 insulator - H:80% y = −4.7881 × 10−5(x5) + 0.0018(x4) + 0.0279(x3) + 0.2121(x2) − 0.8371x + 1.5931 

Type 1 insulator - H:95% y = −1.1648 × 10−4(x5) + 0.004(x4) − 0.0552(x3) + 0.372(x2) − 1.278x + 2.0473 

Type 2 insulator - H:80% y = 1.7018 × 10−4(x4) − 0.0053(x3) + 0.0615(x2) − 0.3253x + 0.8041 

Type 3 insulator - H:80% y = 1.0215 × 10−4(x4) − 0.0031(x3) + 0.0343(x2) − 0.1779x + 0.482 

5. CONCLUSION 

The purpose of this article is to investigate the probability 

of failure of transmission network insulators in presence of 

micro dust phenomenon, as one of the adverse natural events 

that has become more intense in recent years due to climate 

changes. The presence of pollution alone does not cause 

arcing and electrical breakdown in insulators, whereas in the 

presence of humidity, the probability of electrical discharge 

increases. Failure of insulators affects the stability, reliability 

and resilience of the power system, and by reducing the 

probability of failure of insulators, the duration of blackout 

and the amount of unserved energy can be reduced. In this 

context, as the first step, type 1 insulator was investigated and 

it was shown that the probability of failure in the insulator 

increases with the increase in the amount of pollution at a 

certain level of humidity. Moreover, the results indicate that 

with the increase of humidity at a certain level of pollution, 

the probability of electrical discharge on the surface of the 

insulator has also increased. Finally, according to the 

proposed corrective measures, the number of discs has been 

increased, and a number of sheds have been placed among the 

discs, and the material used has also been changed to silicone 

rubber in order to investigate the possibility of insulation 

failure in this situation. The results show that by carrying out 

the above-mentioned corrective measures, the probability of 

electric failure in type 2 and 3 insulators has been greatly 

reduced, and this confirms the that replacement of grid 

insulators with silicon-rubber coated insulators, as well as the 

increasing their creepage distance, are effective solutions for 

improving the power system resilience against dust storms. 

Moreover, from the comparison of Fig. 7 and Fig. 17 in the 

paper, which show the meshing on the sheds of the type 1 and 

3 insulators, it can be seen that in the type 1 insulator, based 

on its cap model, a finer meshing was used with more points 

compared to type 3 insulator. This is due to the existence of 

sharp points, which justifies a finer meshing than other points 

where the electric field is more uniform. 
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Abstract: In this paper, the Segmental Translator Permanent Magnet Linear Switched Reluctance Motor (STPMLSRM) 

has been introduced as a new type of improved Linear Switched Reluctance Motor (LSRM), which increases the flux 

density in the air-gap by using Permanent Magnets (PMs) in the stator yoke. Also, the moving part does not have a yoke, 

and discrete segments are used instead of the yoke, which reduces the volume of active magnetic materials. In order to 

better evaluate, the segmental translator permanent magnet linear switched reluctance motor is compared with the 

conventional linear switched reluctance motor and Segmental Translator Linear Switched Reluctance Motor (STLSRM) 

without permanent magnet, then their different aspects are discussed. In order to validate the introduced STPMLSRM, 

based on the Finite Element Method (FEM), the static and dynamic characteristics of linear motors including static flux-

linkage, static force, co-energy, instantaneous current waveform, and instantaneous thrust waveform are predicted and 

compared. These comparisons show that the STPMLSRM has better performance characteristics than the conventional 

LSRM and STLSRM.  

Keywords: Linear switched reluctance motor, segmental translator, permanent magnet, finite element method. 
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1. INTRODUCTION 

Switched Reluctance Motors (SRMs) have advantages 

such as simplicity of structure, robustness, no magnet or 

winding on one side and high fault tolerance, which makes 

them a suitable choice for many applications [1-3]. Linear 

switched reluctance motors have a structure similar to rotary 

SRMs, with the difference that the movement is linear instead 

of rotary and linear force is produced instead of torque. 

Therefore, they have all the advantages of SRM. These 

motors are widely used in applications such as transportation 

systems, home use, and etc. [4-6]. Electric trains and 

elevators are other applications of LSRMs [7, 8]. In these 

motors, both distributed windings and centralized windings 

are used, which can be mechanically and electrically isolated, 

so they have high reliability. These windings are placed in the 

stator or mover. Structures in which the winding is located on 

the translator produce more force than the structure in which 

the winding is located on the stator. In addition, the cost of 

mass production of these systems is lower [9-11]. 

In order to improve the performance of SRM and reduce 

its disadvantages, various structures have been presented, in 

most of which the structure complexity has increased and 

their production has also become more difficult. Considering 

that the principles and performance of LSRM are similar to 

the rotary SRM, the methods of improving the performance 

of rotary SRM can be used to improve the performance 

characteristics of LSRM. One of the ways to improve the 

performance of LSRM is to remove the yoke in stator or 

translator, where by using independent segments, the thrust 

force of new motor increases compared to conventional 

motors. This method is used both in rotary SRMs [12-14] and 

in linear SRMs [15-17], which significantly improves the 

performance characteristics of motor. Another way to 

improve the performance of LSRM is to use permanent 

magnet (PM) in the stator or translator, which creates a new 

structure. Choosing the right location for PMs in the motor is 

very important. By choosing an inappropriate location, some 

of the advantages of LSRM such as simplicity of structure, 
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reliability and endurance are lost [18-20]. In [21], by using 

the PM in structure of LSRM and linear flux switching motor, 

a comparison has been made between these two motors. This 

comparison shows that using the PM in the LSRM structure 

gives a better result. In [22], two improved double-sided 

LSRMs with PMs embedded in their structure are introduced. 

By comparing both structures, it is shown that using the PM 

in the structure of motors, the flux density in the air-gap has 

increased, which leads to a decrease in the magnetic 

saturation and an increase in thrust force of the motor. In these 

two structures, due to the fact that PMs are located in the 

mover, the reliability of motors may decrease due to the 

movement of PMs.  

The segmental translator linear switched reluctance 

motor (STLSRM) is one of the structures whose performance 

characteristics are improved compared to the conventional 

LSRM. Although the STLSRM has better performance than 

the conventional LSRM, few research has been carried out to 

introduce this motor. Also, in recent studies for the STLSRM, 

a model that uses the PM in its structure has not been 

presented. In [23], different structures of linear switched 

reluctance motor have been investigated and their static and 

dynamic characteristics have been compared based on the 

finite element method. In this paper, with the aim of 

improving the results presented in [23], changes including 

how to choose the right location for embedding permanent 

magnets in the motor structure, more detailed comparisons of 

the results, providing more details about the parameters and 

calculating specific parameters such as the average 

instantaneous power for different structures have been 

applied. Therefore, in this paper, in order to show the 

advantages of STPMLSRM compared to the conventional 

LSRM and STLSRM, firstly, a comparison is made between 

these motors, then, by placing PMs in the stator yoke of 

STLSTM, the segmental translator permanent magnet linear 

switched reluctance motor (STPMLSRM) is presented as a 

new structure. In order to show the effect of PMs on motors, 

the performance characteristics of STLSRM and 

STPMLSRM are predicted and compared. The novelties of 

this paper are the use of discrete segments instead of poles 

connected to the yoke in the moving part and adding PMs in 

the stator yoke. In this structure, compared to conventional 

LSRM, less magnetic material is used, and due to the 

presence of PMs, the flux density in the air-gap increases 

significantly, which causes more thrust force to be applied to 

the moving part. Based on this, modeling of motors and their 

comparison is carried out in Section 2 and the simulation 

results are presented in Section 3. Finally, the conclusion is 

given in Section 4. 

2. DIFFERENT STRUCTURES OF LSRM 

2.1. Conventional Linear Switched Reluctance Motor 

The cross-section of a conventional LSRM is shown in 

Fig. 1. As it is clear from this figure, each stator slot is filled 

with the windings of two phases, and two windings that are 

connected in series form one phase. There are no coils or 

permanent magnets in the moving part (translator), which 

makes it electrically isolated and increases reliability. This 

motor (Fig. 1) is like a 6/4 rotary switched reluctance motor,  

 
Fig. 1: 2-D geometry of conventional LSRM [15]. 

with extra poles in the stator and translator to reduce noise 

and end effect. These poles are connected by a yoke to create 

a flux path. The presence of a yoke in the motor body 

significantly increases the use of magnetic materials, which 

increases iron loss and reduces the force applied to translator 

[15]. 

2.2. Segmental Translator Linear Switched Reluctance 

Motor 

The cross-section of a STLSRM is shown in Fig. 2. Each 

unit of this motor includes six poles and six slots in the stator 

and four segments in the translator. Therefore, in any length 

of this motor, the ratio of the number of stator poles to the 

translator segments is 3/2. To create a flux path in stator, the 

poles are connected by a yoke, while there is no yoke in the 

translator and instead of prominent poles, discrete segments 

are used. The segments are magnetically and mechanically 

independent from each other, and there is air or non-magnetic 

material between them. Since, the yoke has a considerable 

volume and weight of active magnetic materials, the use of 

magnetic materials in this motor is significantly reduced. The 

lack of yoke and special structure of translator makes the 

STLSRM produce more power than the conventional LSRM 

[16]. 

The STLSRM consists of three phases, each phase 

includes three stator poles. The current direction of coils 

enters from the first three slots and exits from the second three 

slots. According to Fig. 2, each phase occupies two slots of 

stator, and each slot of stator is filled only with the windings 

of one phase. Due to the type of placement of coils, the 

windings of different phases are mechanically independent 

from each other and no insulation is needed to separate the 

windings in the slots. Therefore, when one winding is 

damaged, the faulty winding can be replaced without 

damaging the other windings [17].  

The prominent advantages of the STLSRM compared to 

the conventional LSRM are stated as follows: 

• Only one coil is placed in each slot. Therefore, the 

use of insulating materials in the stator slot 

decreases and its space coefficient increases, which 

increases the output power. 

• Optimum use of the stator slot surface and 

simplification of the manufacturing process due to 

the absence of an insulating separator in the stator 

slot. 

• Due to the special structure of translator, the flux 

produced by each phase is independent from other 

phases.  
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• The translator does not have a yoke. Therefore, the 

use of magnetic materials is significantly reduced.  

• Due to the fact that there is no pole or slot in the 

secondary, the windage loss in the translator is zero.  

• Due to the absence of a yoke in the translator and 

the use of less iron, iron losses are reduced. 

2.3. Segmental Translator Permanent Magnet Linear 

Switched Reluctance Motor 

The use of PMs in the STLSRM makes a new structure 

that is effective in improving the performance of this motor. 

In recent studies for the STLSRM, a model that uses a PM in 

its structure has not been presented. Therefore, here by 

embedding the PMs in the motor body, the segmental 

translator permanent magnet linear switched reluctance motor 

(STPMLSRM) is presented as a new structure. The main role 

of the PM is to increase the flux density in air-gap, which 

reduces the magnetic saturation in the iron parts and the 

average current. Also, adding the PMs in the motor structure 

causes the motor produce more thrust force. For a better 

evaluation, the STLSRM of Fig. 2, is considered, in which 

there are no PMs in its structure and only phase (B) is excited. 

With simulation based on 3-D FEM and using ANSYS-

Maxwell software, flux density distribution and magnetic flux 

path are obtained for the motor structure without PMs, which 

are shown in Fig. 3. In this case, by passing the magnetic flux 

through the teeth around the coil, air-gap, stator yoke and 

translator segments, the force is applied to the motor 

translator. The average static force for a current 10 A and 

different positions of the translator is equal to 108 N. 

To investigate the effect of PMs on flux density 

distribution and magnetic flux path in the STPMLSRM, 

firstly, it is assumed that current of phase B is zero and only 

PMs create magnetic flux. For this purpose, PMs are placed 

in the stator yoke, then the motor is simulated and their results 

are discussed. Using modeling based on the FEM, flux 

density distribution and magnetic flux path are obtained 

according to Fig. 4. This figure shows that with the presence 

of PMs in the motor stator yoke and zero excitation current, a 

significant part of the magnetic flux lines produced by the 

PMs, close their path through the iron core with very low 

reluctance, the air-gap with high reluctance and the translator 

segments, which causes the force to be applied to translator. 

Embedding PMs in the translator causes the PMs to move 

with the moving part, which challenges the outstanding 

advantages of the SRM by considering the mechanical 

factors. Therefore, PMs are embedded in the stator. The 

location of PMs in the stator should be in such a way that the 

flux produced by them and the flux produced by the coils are 

in the same direction to increase the flux density in the air-

gap. In addition, the PMs should be placed in such a way that 

they completely cover the flux path produced by the coils. 

Therefore, the stator yoke section above the stator slot is a 

suitable location. Due to the fact that in this structure, the PM 

completely blocks the stator yoke, most of the flux produced 

by the PMs inevitably passes through the air-gap between the 

stator and translator, which increases the air-gap flux density. 

In the full load condition, where both the PMs and the 

winding of phase B generate magnetic flux, as shown in Fig. 

5, the flux generated by PMs is in the same direction as the 

flux generated by phase B, which  increases  the  flux  density 

 
Fig. 2: Two-dimensional geometry of STLSRM. 

 

 
Fig. 3: Modeling of STLSRM without PM for current 10 A: 

(a) Flux density distribution, (b) Magnetic flux path. 

 

 
Fig. 4: Modeling of STLSRM by embedding PMs in the 

yoke and current 0 A: (a) Flux density distribution, (b) 

Magnetic flux path. 

 

in air-gap, and in this case, the force applied to the translator 

is strengthened and the motor performance is improved. For 

different positions of translator (0 - 69 mm) and a current of 

10 A, the average static force in the presence of PMs is equal 

to 195 N, which is more than the STLSRM without PM. 
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Fig. 5: Modeling of STLSRM by embedding PMs in the 

yoke and current 10 A: (a) Flux density distribution, (b) 

Magnetic flux path. 

3. SIMULATION RESULTS 

The simulation results for different topologies of linear 

switched reluctance motor based on the FEM are given here 

and compared. The specifications of motors are given in 

Tables 1 and 2, and the stator and translator core sheets are 

M800-50A with a thickness of 0.5 mm. The LSRMs generate 

thrust force by changing reluctance. The power produced of 

these motors is created by the co-energy difference between 

the fully aligned and fully unaligned positions. The flux path 

in two important positions for STLSRM and conventional 

LSRM are shown in Fig. 6 and Fig. 7, respectively. As can be 

seen in Fig. 6, in the aligned position, two poles adjacent in 

the stator pass the flux, while in the conventional LSRM as 

shown in Fig. 7, only one stator pole passes the flux. 

Therefore, it is clear that the proposed STLSRM can carry 

more flux. 

Based on the 2-D FEM, the flux-linkage with a phase is 

calculated for the STLSRM and the conventional LSRM in 

different positions (0 - 69 mm) and shown in Fig. 8. For a 

better evaluation, the flux-linkage of STLSRM and the 

conventional LSRM are compared for two important 

positions including fully aligned and fully unaligned in Fig. 9 

and Table 3. As can be seen in this figure, the co-energy 

difference between the two critical positions in the STLSRM 

is greater than that of the conventional LSRM. 

Using the static characteristic of Flux-linkage, the co-

energy characteristic is obtained from the following equation: 

𝑤𝑐(𝑥, 𝑖) = ∫𝜆(𝑥, 𝑖)𝑑𝑖 (1) 

The co-energy characteristic in the current range of 0 to 

20 A for two motors is shown in Fig. 10. This figure clearly 

shows that the co-energy difference in the STLSRM is higher 

than the conventional LSRM. Therefore, the STLSRM 

produces more static force at equal current.  

The characteristic of static force (𝐹(𝑥, 𝑖)) is predicted 

from the following equation: 

𝐹(𝑥, 𝑖) =
𝜕𝑤𝑐(𝑥, 𝑖)

𝜕𝑥
|
i=const

 
(2) 

Table 1: Specifications of STLSRM. 

Parameter Value 

Stator pole width [mm] 46 

Stator slot width [mm] 46 

Stator pole height [mm] 67 

Stator core depth [mm] 46 

Air-gap length [mm] 1 

Segment width [mm] 115 

Slot opening width [mm] 23 

Segment height [mm] 46 

Core stack thickness [mm] 125 
Turns per phase 160 

 

Table 2: Specifications of conventional LSRM. 

Parameter Value 

Stator pole width [mm] 46 

Stator slot width [mm] 46 

Stator pole height [mm] 67 

Stator yoke height [mm] 46 

Air-gap length [mm] 1 

Translator pole width [mm] 49 

Translator slot width [mm] 89 

Translator yoke height [mm] 49 

Core stack thickness [mm] 125 
Turns per phase 160 

 

 
Fig. 6: Important positions for STLSRM 

(a) Aligned position, (b) Unaligned position. 
 

 
Fig. 7: Important positions for conventional LSRM, 

(a) Aligned position, (b) Unaligned position. 
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(a) 

 
(b) 

Fig. 8: Flux-linkage with a phase: (a) STLSRM, (b) 

conventional LSRM. 

 

 
Fig. 9: Flux-linkage for two important positions. 

 

Table 3:  The values of flux-linkage (Wb.turns) predicted 

for two positions. 

Position Motor 

type 

Current (A) 

 

 

 2 6 10 14 

 

Unaligned 

LSRM 0.004 0.013 0.022 0.030 

STLSRM 0.011 0.033 0.054 0.076 

 

Aligned 

LSRM 0.091 0.280 0.474 0.625 

STLSRM 0.184 0.561 0.931 1.170 

 

 
(a) 

 
(b) 

Fig. 10: The co-energy characteristic: (a) STLSRM, (b) 

conventional LSRM. 

 

For STLSRM and conventional LSRM, the static force 

characteristics in terms of translator positions are obtained by 

solving (2) and shown in Fig. 11. For better evaluation, the 

average static force in terms of different currents for two 

motors are calculated and compared in Fig. 12 and Table 4, 
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which shows that the STLSRM produces more force than the 

conventional LSRM. For a better comparison of motors, 

instantaneous current (𝑖(𝑥)) and instantaneous thrust force 

(𝐹(𝑥)) can be used. The instantaneous current is predicted 

from the phase voltage equation of the SRM as follows: 

𝑉 = 𝑅𝑖 +
𝑑𝜆(𝑥, 𝑖)

𝑑𝑡
 (3) 

where 𝑅 is the resistance of the phase winding and 𝑉 is the 

phase voltage. Having 𝑖(𝑥) and 𝐹(𝑥, 𝑖), 𝐹(𝑥) is calculated. 

Therefore, the dynamic characteristics of motors, including 

instantaneous current and instantaneous thrust force, for the 

working point:  speed = 4 m/s, turn-on position = 15.8 (mm), 

turn-off position = 28.3 (mm) and the current regulation 

control mode when maximum current is 7 A, are predicted 

and compared in Fig. 13. It should be noted that in Fig. 10 

and 11 obtained from equations (1) and (2), each color shows 

a current from 2 to 20 A. 

The average instantaneous thrust force for STLSRM and 

conventional LSRM are 61.22 N and 32.18 N, respectively, 

while, the effective value of instantaneous phase current for 

STLSRM and conventional LSRM are 5.18 A and 7.28 A, 

respectively, which shows that with less effective current, 

more average thrust force is obtained for the STLSRM. The 

output power of the linear motor is calculated from  

𝑃𝑜 = 𝐹𝑡𝑟𝑉𝑚. In this equation, 𝐹𝑡𝑟 is the thrust force of 

translator and 𝑉𝑚 is the linear velocity of translator. 

Therefore, using the dynamic characteristic of instantaneous 

thrust force (Fig. 13), the average instantaneous power for 

two motors is calculated. The average instantaneous power 

for STLSRM and the conventional LSRM are 244.4 W and 

128.72 W, respectively, which shows that the average power 

for STLSRM is more than conventional LSRM. 

In order to compare the performance of STLSRM and 

STPMLSRM, simulation results are given based on 3-D FEM 

and PMs are NdFeB35 with 𝜇
𝑟
= 1.09 and 𝐵𝑟 = 1.23 T. The 

flux-linkage static characteristics of one phase for two motors 

are predicted and shown in Fig. 14. This figure has been 

obtained by applying currents of 0 to 16 A to the phase B and 

by moving from unaligned position to aligned position with a 

length of 69 mm. For a better evaluation, the flux-linkage of 

motors are compared for only two important positions 

including fully aligned and fully unaligned in Fig. 15 and 

Table 5. In this figure, the effect of PM is clearly visible. In 

the STLSRM, when there is no excitation current, the flux-

linkage is zero both in the aligned and unaligned positions, 

but in the STPMLSRM with zero excitation current, the flux-

linkage is greater than zero in all positions of translator. It 

should be noted that in Fig 8 and 14, which are the graphs of 

flux-linkage in terms of current, each color shows a position 

of the translator from the fully unaligned position to the fully 

aligned position. 

The co-energy difference between the aligned and 

unaligned positions for the STPMLSRM is greater than the 

STLSRM, since the area between the flux-linkage in the 

aligned and unaligned positions is greater for the PM motor 

than for the motor without PM. Therefore, adding the PM in 

the motor structure increases the force applied to the 

translator. The average static force at different currents for 

two motors has been calculated using the static force 

characteristics, which are compared in Fig. 16 and Table 6. 

 

 
(a) 

 
(b) 

Fig. 11: The static force characteristics: (a) STLSRM, (b) 

conventional LSRM. 

 

 
Fig. 12: Average static force for two linear motors. 
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Table 4: Average static force (N) of conventional LSRM 

and STLSRM for different currents. 

Current (A) Average force for 

LSRM 

Average force 

for STLSRM 

2 2.1 4.3 

4 8.6 17.6 

6 19.5 39.7 

8 34.9 70.7 

10 55 110.5 

12 79.3 158.2 

14 107.2 211.5 

16 137.4 268.1 

18 168.9 326.8 

20 201.3 387.2 

 

 
(a) 

 
(b) 

Fig. 13: Dynamic waveforms: (a) Instantaneous phase 

current, (b) Instantaneous thrust force. 

 
(a) 

 
(b) 

Fig. 14: 3-D Flux-linkage with a phase: (a) STLSRM, (b) 

STPMLSRM. 

 

 
Fig. 15: Flux-linkage for positions of fully aligned and fully 

unaligned. 
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Table 5: The values of flux-linkage (Wb.turns) predicted for 

aligned and unaligned positions. 

Position Motor type Current (A) 

 

 

 2 6 10 14 

 

Unaligned 

STPMLSRM 0.047 0.059 0.069 0.079 

STLSRM 0.006 0.023 0.040 0.055 

 

Aligned 

STPMLSRM 0.846 1.036 1.206 1.337 

STLSRM 0.230 0.714 1.124 1.519 

 

 
Fig. 16: Average static force for STLSRM and 

STPMLSRM. 

This comparison shows that in all currents, the average 

static force has been increased by adding the PM in STLSRM 

structure. The dynamic characteristics of STLSRM and 

STPMLSRM, including instantaneous current and 

instantaneous thrust force, for the working point:  speed = 4 

m/s, turn-on position = 15.8 (mm), turn-off position = 28.3 

(mm) and the current regulation control mode when 

maximum current is 7 A, are predicted and compared in Fig. 

17. 

The average instantaneous thrust force for STPMLSRM 

and conventional STLSRM are 82.26 N and 46.32 N, 

respectively, while, the effective current for STPMLSRM and 

conventional STLSRM are 4.41 A and 4.51 A, respectively. 

Therefore, adding the PM, increases the flux density in air-

gap and the force applied to the translator. Using the dynamic 

characteristic of instantaneous thrust force (Fig. 17), the 

average instantaneous power for STPMLSRM and STLSRM 

are 329.04 W and 185.28 W, respectively, which shows that 

the average power for STPMLSRM is more than STLSRM. 

Table 6: Average static force (N) of STLSRM and 

STPMLSRM for different currents. 

Current (A) Average force for 

STLSRM 

Average force for 

STPMLSRM 

2 4.7 32.9 

4 19 69.7 

6 43.3 110.7 

8 77.6 155.6 

10 120.9 203.9 

12 172.7 255.1 

14 233.1 308.7 

16 299.9 364.2 

 

 
(a) 

 
(b) 

Fig. 17: 3-D Dynamic characteristics: (a) Waveform of 

instantaneous phase current, (b) Waveform of instantaneous 

thrust force. 

4. CONCLUSION 

In this paper, a new type of segmental translator linear 

switched reluctance motor was introduced, and the 

performance characteristics were improved by placing 

permanent magnets in its structure, because, the presence of 

the permanent magnet has a significant effect on the air-gap 

flux density and increases the force applied to the moving 

part. The right position to place permanent magnets in the 

segmental translator linear switched reluctance motor is the 
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stator yoke, because it completely covers the flux passing 

surface and also strengthens the magnetic flux. To validate 

the introduced structure, based on the finite element method, 

comparisons were made between the introduced motors and 

their static and dynamic characteristics were compared. These 

comparisons showed that using discrete segments instead of 

continuous poles in the translator and placing permanent 

magnets in a suitable position in the motor structure improve 

the motor performance. Therefore, the average static force in 

different currents for the segmental translator permanent 

magnet linear switched reluctance motor is more than the 

segmental translator linear switched reluctance motor. The 

average instantaneous thrust force for STPMSRM and 

conventional STLSRM were 98.45 and 49.94 N, respectively, 

while, the effective current for STPMLSRM and 

conventional STLSRM were 6.3 and 5.66 A, respectively. 

These comparisons clearly showed that adding the permanent 

magnet in the motor structure, increases the flux density in 

air-gap and the force applied to the translator. 
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Abstract: One of the main challenges in the field of control is the use of a stable controller and its lack of dependence on 

the system model and dynamics, so that the input signal is applied to the system based on the existing needs. One of the 

areas that needs controlling and applying the input signal is type 1 diabetes, where people with this disease need constant 

and regular insulin injections based on blood glucose concentration. Based on this, in this article, two free model methods 

called the Q-learning algorithm and PID have been used to determine insulin dose, and the results of insulin dose injection 

show the results and high performance of the Q-learning algorithm in determining insulin dose. This algorithm is one of 

the methods based on artificial intelligence that discovers the optimal policy based on trial and error. Finally, the Q-

learning algorithm has been investigated in the presence of noise, and its stability has been proven to ensure the 

performance of the controller. 

Keywords: Q-Learning, PID controller, model-free, injection insulin, tracking blood glucose. 
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1. INTRODUCTION 

The human body needs energy to perform daily 

activities, and the most important source of this energy is 

glucose, which enters the body through daily nutrition. 

Glucose provides the necessary energy for cells, making 

physical and mental activities possible. The concentration of 

glucose in the body must be maintained at a certain level. The 

pancreas secretes the hormones insulin and glucagon to 

regulate blood glucose (BG), as the functions of these two 

hormones complement each other. Insulin helps lower plasma 

glucose when it is high, and glucagon raises it when plasma 

glucose is low. Diabetes is one of the most common endocrine 

diseases that occurs due to damage to the beta cells in the 

pancreas, so insulin is not secreted in sufficient amounts to 

regulate BG. As a result, the patient's BG level increases from 

the normal range of 80-110 mg/dL. Hyperglycemia results 

from anomalies in either insulin secretion or insulin action or 

both and manifests in a chronic and heterogeneous manner as 

carbohydrate, fat, and protein metabolic dysfunctions [1,2]. 

In general, diabetes is divided into two main types and 

several subtypes: 

Type 1 diabetes (T1D), formerly known as juvenile-

onset diabetes or insulin-dependent diabetes, in which the 

body's immune system mistakenly attacks and destroys beta 

cells in the pancreas, resulting in reduced insulin production, 

or it stops completely. People with this type of diabetes need 

insulin injections. Type 2 diabetes (T2D) is more common in 

adults. In this type of diabetes, the body does not use insulin 

effectively or does not produce enough insulin. The cause of 

this type of diabetes can be obesity, inactivity and improper 

diet and lifestyle. Gestational diabetes (GD) is a type of 

diabetes that occurs during pregnancy, and the hormones 

released during this period cause the body to resist insulin, 

which usually resolves after the birth of the baby. There are 
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other types of diabetes that are less often seen in people who 

have chemotherapy due to drug use [3]. 

T1D is the third most common chronic disease of 

childhood, affecting 1 in 300 children, and there is a 

consensus that its incidence is increasing [4]. Although 

significant progress has been made in the timeline of 

diagnosis, medical management and prevention and treatment 

of complications, T1D is still a disease with a significant 

burden with psychological, medical and financial damages 

for sufferers and their families [5]. Considering that in 

patients with diabetes, people with T1D require continuous 

insulin injections, this category of patients needs special 

attention. In T1D, the pancreas is unable to produce insulin or 

produces very little insulin, so these patients must inject 

insulin regularly to keep their BG levels within a normal 

range. 

Many studies have been presented in the field of T1D 

control and optimal insulin injection.  

Different controllers and methods have been used in 

different fields using machine learning techniques such as 

neural networks, deep learning and their combination. Also, 

in various studies, various types of traditional controllers 

have been used to determine the dose of insulin, and a number 

of mathematical models related to the diagnosis of diabetes 

have been reviewed and presented. Therefore, the collection 

of these models helps to determine the amount of insulin 

needed to control the disease. The goal of controllers should 

be to determine insulin dosage based on non-maximization of 

the model and achieve that goal through interaction with the 

desired model. 

During their research, Babar et al. [9] designed an 

artificial pancreas using Bergman's minimal model and 

sliding mode control (SMC) and second-order sliding mode 

control (SOSMC) control techniques. In their results, the use 

of SOSMC led to better results and fewer complications than 

the SMC method.  Matamoros-Alcivar et al. [10] used the 

model predictive control (MPC) controller and compared it 

with the proportional–integral–derivative (PID) controller in 

order to investigate and compare the effects of diets, disorders 

and other factors related to T1D patients. Single-network 

adaptive critical neural networks (SNAC), which are based on 

linear optimum control, were used in the research by Faruque 

and Padhi [11]. This article's main goal is to simulate how the 

human pancreas works, which is to continuously detect BG 

levels and then inject insulin in response to those findings. 

Tornese et al. [12] used a Hybrid Closed-Loop (HCL) 

programmed into an insulin pump to limit the spread of the 

coronavirus as well as the high vulnerability of people with 

T1D in this pandemic. In this method, insulin is injected 

automatically and semi-automatically based on the BG 

concentration measured by the sensors. The results of their 

research indicated that despite the quarantine, diabetes was 

controlled well and with acceptable results. Mosavi et al. [13] 

have presented a new approach in the control of T1D, which 

includes fuzzy logic and the modified Bergman model. They 

have used second type fuzzy logic system (T2FLS) to 

compensate the error and guarantee the stability. In this 

research, meal, patient activities and disorders are also 

considered to evaluate the stability of the controller. The 

results show that the BG level using this method, compared 

to other methods, returns to its base and reference value after 

a short period of time. Nimri et al. [14] used a smart method 

to compare with doctor's prescriptions. The proposed method 

was to use decision support system (AI-DSS) and studies 

were conducted to determine whether frequent adjustments in 

this system are as effective as the doctor's prescription or not. 

During the six-month trial, different races and food styles 

were used on patients, the results of which indicated that 

during this research, severe complications of diabetes were 

reported by the doctor in three people, and no case was found 

in the proposed method. In conclusion, using an automated 

decision support tool to optimize insulin pump settings 

resulted in better outcomes than physician prescribing. For 

individuals with T1D, Patra et al. employed a continuous time 

model predictive controller (CMPC). They carried out a 

comparison analysis with H-infinity, a PID controller, a linear 

quadratic regulator (LQR/LQT), and linear quadratic 

Gaussian (LQG) control to support the efficacy of the 

controller. The correctness and robustness of the controllers' 

efficiency have been verified by simulation. The suggested 

controller's performance is described in terms of its capacity 

to monitor 81 mg/dL of BG in the presence of random and 

Gaussian noise [15]. Reference [16] addresses the problem of 

developing control algorithms for type 1 diabetic patients that 

provide an automatic connection between continuous glucose 

monitoring and insulin injection with model free adaptive 

controller. Reference [17] presents in-silico design and 

verification of an advanced multi-agent reinforcement 

learning (RL) strategy for personalized glucose regulation in 

individuals diagnosed with type 1 diabetes (T1D). 

Complications of diabetes include two categories, acute 

and chronic. One of the acute complications of people with 

diabetes is diabetic ketoacidosis, which is caused by an 

increase in blood sugar concentration of more than 250 

mg/dL and acidification of the blood, and the use of fat and 

protein by cells as an energy source leads to the release of 

acids. Free fat, cholesterol enters the bloodstream and can 

lead to coma and death. This complication occurs mainly in 

T1D and sometimes in T2D. Chronic complications can be 

kidney complications due to high BG and destruction of 

glomeruli as kidney purifiers. Also, diabetes can include 

severe complications such as blindness caused by retinal 

damage, heart diseases, digestive diseases, etc. [6-8]. 

It is evident from the literature review that different 

studies have employed different approaches to manage 

diabetes. Some of these techniques are based on the system 

model, which has drawbacks because of its unique structure 

and is unable to adequately take into account all the intricate 

details of managing diabetes. Linear models are typically 

utilized in other studies, however because of their lack of 

comprehensiveness, they are unable to account for all 

illnesses and variations in the patients' bodies. However, 

several studies have employed artificial intelligence 

techniques in place of conventional models. These techniques 

can handle massive volumes of data and offer more flexible 

and ideal diabetes management solutions. Artificial 

intelligence-based decision support systems, for instance, 

have improved the precision of BG control over conventional 

techniques by making necessary adjustments. All of these 

approaches have advantages and disadvantages, and the best 

approach will rely on the particular circumstances of the 

patients as well as the objectives of the researchers. 
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The main goal of this study is to improve and optimize 

the dose of injectable insulin for these patients. To achieve 

this goal, model free controller based on reinforcement 

learning (RL) method is used to calculate and adjust the 

appropriate dose of insulin by continuously monitoring the 

BG level and taking into account the daily activities, diet and 

individual needs of each patient. 

According to the above mentions, in the following 

points, the contribution of this paper can be summarized as: 

• Model free RL method has been used to adjust 

the dose of insulin. 

• The performance of proposed method has been 

compared with performance of PID controller. 

• The ability of the proposed controller in 

handling noise has been investigated  

This paper is presented as follows: methodology is 

described in Section 2. Section 3 is presented the control 

methods. Simulations and results are presented in Section 4. 

Finally, Section 5 concludes the paper. 

2. METHODOLOGY 

According to the review of the literature and the methods 

used in the control of BG concentration in diabetic patients, 

in some cases controllers have been used that are dependent 

on the system model or they have used non-linear and non-

comprehensive models in their studies that lead to gaps.  In 

this regard, this paper uses two model-free methods based on 

classical PID controller, Q-learning algorithm as a sub-branch 

of machine learning. The desired process is done by 

measuring the BG concentration by the sensors and 

comparing it with the reference value, and then the difference 

value is delivered to the proposed controller and by applying 

insulin through the insulin pump to the diabetic patient, the 

BG concentration value until the time Its stability continues. 

3. CONTROL METHODS 

In this section, RL based on Q-Learning and PID 

controller methods, which are based on model-free controller, 

are presented. 

3.1. Q-Learning 

By examining and conducting studies on the behavior of 

living organisms, various algorithms and methods have been 

presented by modeling these systems. One of the desired 

algorithms used in this research is the Q-learning algorithm, 

which is presented as a sub-branch of RL. This algorithm 

optimally discovers its strategy independently of the 

environment and by interacting and receiving rewards or 

penalties. This policy is such that the bonus or penalty 

received reaches its maximum or minimum amount. Q-

learning algorithm generally includes the following concepts 

[18]: 

Agent: The agent performs various actions in the 

environment by using the stimuli defined in him and acts first 

as a learner and then as a decision maker in the environment 

after completing the learning.  

 

State Space: The state space is a set of different states 

that the agent can be in. In this research, the state space 

depends on the patient's BG concentration. 144 states of the 

state space are defined in which the agent is placed in that 

state if the BG concentration falls within any given interval. 

Action Space: The action space is called the set of 

actions of the agent in the state space. The dose of injectable 

insulin has been introduced as an action that can be performed 

by the agent, which can perform 120 different values from 0 

to 12 𝜇𝑈. 

Reward: Reward is one of the key and decisive 

components in the agent's performance. Reward as an 

immediate feedback signal that is presented to the agent and 

indicates the success rate of its performance in the 

environment. The amount of reward in this process is 

calculated based on the following formula, if there is a 

difference between the output and the reference signal, the 

agent receives a penalty: 

𝑅 = −|𝐺𝑟𝑒𝑓 − 𝐺| (1) 

Policy: Optimal policy as a situation where the agent in 

the desired state should perform an action. The optimal policy 

may be a function or a lookup table, and this concept is 

referred to as the core of RL algorithms. 

 
Fig. 1: Feedback regulation of BG. 

 

 
Fig. 2: State space. 

 

 
Fig. 3: Schematic of reinforcement learning operation. 
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Maximizing reward or penalty during the learning 

process is a primary objective of Q-learning, and it is 

characterized by the following formula: 

𝐺𝑡 = ∑ 𝛾𝑘𝑅𝑡+𝑘+1 = 𝑅𝑡+1 + 𝛾𝑅𝑡+2+⋯

∞

𝑘=0

 (2) 

where 𝛾 is referred to as the discount factor, which is defined 

as a value between 0 and 1. The closer this value is to 1, the 

more important the factor is to long-term rewards, and 

conversely, the closer it is to 0, the more important short-term 

rewards are given. Considering that in this study it is 

necessary that the BG concentration of the patient has a 

higher stability in the long term, we use the value of 0.95. 

To find the optimal policy in Q-learning, the state-action 

space function is defined, which indicates the value of the 

amount of action performed in that state, which is determined 

according to the following formula: 

𝑞𝜋(𝑠, 𝑎) = 𝐸[𝐺𝑡|𝑆𝑡 = 𝑠,  𝐴𝑡 = 𝑎] (3) 

The value function of the optimal state-action in the 

presence of the optimal policy can be computed by replacing 

equation 2 in 3. 

𝑞∗(𝑠, 𝑎) = 𝑚𝑎𝑥𝜋𝑞𝜋(𝑠, 𝑎) (4) 

The optimal policy is defined based on value functions. 

When the state-action-value function is available, it selects 

the action factor that has the highest value among all states. 

The optimal policy is defined based on value functions 

according to the following formula: 

𝜋∗(𝑠) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑎𝑞∗(𝑠, 𝑎) (5) 

Considering that at the beginning of learning, the agent 

does not understand the environment, it performs its actions 

based on the 𝜀 policy. This means that the action with the 

highest value is performed with a probability of 1 − 𝜀, and an 

action is randomly selected and applied in the environment 

with a probability of 𝜀. At the beginning of the process, due 

to the agent's lack of complete understanding of the 

environment, the value of 𝜀 is considered to be equal to 1 to 

search the environment based on random actions, and then 

with the completion of the learning process, its value is 

reduced using the following formula It finds that its minimum 

value is considered equal to 0.01: 

𝜀 = 𝑚𝑖𝑛𝜀 + (𝑚𝑎𝑥𝜀 − 𝑚𝑖𝑛𝜀)𝑒−0.01∗𝑒𝑝𝑖𝑠𝑜𝑑𝑒  (6) 

It is always possible to improve an existing policy, 

because a better policy leads to higher values. By determining 

the state-action value function relative to the initial policy, a 

better policy can be found. After determining the improved 

policy, the state-action value function is calculated and using 

this function, a better policy is created. 

This process of evaluating and improving the policy is 

repeated until the optimal policy is reached. Any new policy 

is usually better than the previous policy unless the optimal 

policy is reached. Fig. 4 shows the performance of the Q-

learning, which seeks to find the best solution by choosing 

different actions and receiving rewards for each action.  

Learning rate in the Q-learning algorithm is defined as alpha 

𝛼. The amount that the new information replaces the old 

information is determined by this value. To put it another 

way, 𝛼 indicates the ratio of the algorithm's reliance on prior 

knowledge to that gained from new events. This value is used 

in this research based on trial and error based on 0.8. The 

important point is that all the parameters in the Q-learning 

algorithm have been evaluated through the process of trial 

and error. In this process, it has been tried to obtain the most 

optimal settings to improve the performance of the algorithm 

by checking and comparing the values of different 

parameters. 

3.2. PID 

PID is one of the most popular controllers in industrial 

systems because of its adaptability and simplicity; studies 

have shown that PID is successful and long-lasting [19]. This 

controller operates on closed loop control, which is composed 

of three basic components: proportional, integral, and 

derivative. It is independent of environmental conditions. The 

block diagram of this controller's overall operation is 

displayed in Fig. 5. The controller does the following tasks 

[20]: 

Proportional controller: This type of controller has an 

output that is directly proportional to the current error. The 

controller's coefficient determines how strongly the controller 

reacts to the current error. 

Integral controller: this component's output is based on 

the total amount of errors over time, which establishes how 

strongly the controller responds to previous errors. 

Derivative controller: Its coefficient shows how the 

controller responds over time to changes in the system's error 

rate and is proportionate to the error change rate. 

The control signal in this method is calculated according 

to the following formula: 

 

 
Fig. 4: Q-Learning algorithm. 

 
Fig. 5: PID control system's structure. 
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𝑢(𝑘) = 𝐾𝑝𝑒(𝑘) + 𝐾𝑖 ∑ 𝑒(𝑗)

𝑘

𝑗=0

+ 𝐾𝑑(𝑒(𝑘) − 𝑒(𝑘 − 1)) (7) 

The error considered in order to track the reference signal 

is calculated according to the following formula: 

𝑒(𝑘) = 𝑟(𝑘) − 𝑦(𝑘) (8) 

The controller parameters of PID are set based on the 

studies done by Chengwei et al .PID parameters are 𝐾𝑝 =

0.09, 𝐾𝑖 = 0, 𝐾𝑑 = 0.04 [21]. 

4. SIMULATIONS AND RESULTS 

Considering that the two control methods are not 

dependent on the model and do not need to know the 

parameters of the system, therefore, in this research, due to 

the fact that the possibility and conditions of testing on the 

human biological system were not available, a non-linear 

comprehensive model called Bergman’s minimal model was 

used in This research is used only to receive feedback and to 

apply insulin dosage, whose formula is as follows [22]: 

𝑑𝐺

𝑑𝑡
(𝑡) = −𝑝1[𝐺(𝑡) − 𝐺𝑏] − 𝑋(𝑡)𝐺(𝑡) 

 

𝑑𝑋

𝑑𝑡
(𝑡) = −𝑝3[𝐼(𝑡) − 𝐼𝑏] − 𝑝2𝑋(𝑡) (9) 

𝑑𝐼

𝑑𝑡
(𝑡) = −𝑛[𝐼(𝑡) − 𝐼𝑏] + 𝛾[𝐺(𝑡) − ℎ]+ + 𝑢(𝑡) 

 

The variables and parameters used in this model are 

thoroughly detailed and explained in Table 1. This table 

provides a comprehensive overview, listing each variable and 

parameter alongside its corresponding definition, unit of 

measurement used in the analysis. One of the most often used 

models for physiological study on the mechanism of glucose 

and insulin, which is used to characterize the concentration of 

blood glucose and insulin, is Bergman's minimum model. 

This model, which has two components to illustrate the 

behavior of glucose and insulin secretion following an 

intravenous injection of the sample, is called minimal because 

it uses the fewest parameters feasible to mimic diabetes 

individuals for the intravenous glucose tolerance.  In equation 

9, the sign "+" indicates the absorption of glucose by the 

body. When the value of 𝐺(𝑡) is higher than ℎ, the desired 

relationship acts as a regulator in the body, which is not 

considered in insulin dynamics due to the lack of a regulator 

or its lack of influence in patients with diabetes. 

For simulation purposes, MATLAB version 2021b 

software has been used to investigate the control of BG 

concentration in T1D patients. For this purpose, first, using 

the mathematical equations of Bergman's minimum model 

and the initial values of its parameters in Fig. 6, the changes 

in BG concentration for a healthy person and a T1D patient 

have been investigated. Fig. 7 shows that having an external 

injector is necessary for people with T1D. 

Finally, based on the definitions in the problem 

description section, the insulin injection dose has been 

applied to the existing model by two controllers, and the 

reference signal is defined as follows in order to compare and 

improve the insulin injection: 

𝐺𝑟𝑒𝑓 = 80 + (200 − 80)𝑒0.05𝑡 (10) 

Fig. 8 depicts the outputs produced by two algorithms, 

namely the cue learning algorithm and the PID controller. 

This graph clearly shows that the Q-learning algorithm has a 

very strong and effective performance in tracking the 

reference signal compared to PID. Q-learning algorithm has 

been able to follow system changes well and achieve higher 

accuracy in setting control parameters. 

The superior performance of the Q-learning algorithm is 

due to its ability to learn by interacting with the environment 

and continuously updating the Q-values, which leads to  

 

 

Fig. 6: Values of model parameters for a healthy person and 

a person with T1D [23]. 

 

Fig. 7: Changes in BG concentration in healthy individuals 

and T1D patients. 

 

 

Fig. 8: BG concentration control using Q-learning and PID. 



P. Vafadoost Sabzevar et al.  Journal of Applied Research in Electrical Engineering, Vol. 3, No. 2, pp. 232-239, 2024 

237 
 

 

continuous improvement of decision making and control. 

This algorithm has been able to minimize system errors and 

create more stability in process control. The accuracy of the 

proposed algorithms is calculated according to the following 

formula: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (%) =
max |𝐺(𝑡) − 𝐺𝑟𝑒𝑓(𝑡)|

𝐺𝑟𝑒𝑓(𝑡)
× 100 (11) 

According to (11), the accuracy of Q learning algorithm is 

94.6% and PID is 74.3%. 

To evaluate the robustness and stability of this algorithm, 

investigations have also been done by adding noise to the 

system. These noises have been applied in order to simulate 

more realistic conditions and evaluate the performance of the 

algorithm in the face of unexpected changes and 

environmental noises.  

 

Fig. 9: Regulation of BG levels with Q-learning in noisy  

environments. 

5. CONCLUSION 

In this article, the application and efficiency of two 

control methods, one based on RL and the other PID, as 

model-free algorithms that do not depend on the system 

model, were investigated. One of the other primary goals of 

this article was to track the BG concentration of T1D patients. 

In particular, due to the lack of insulin secretion, this article 

focused on the parameters of T1D so that the BG 

concentration of these people is the same as that of healthy 

people. In the simulations and results, it was shown that the 

Q-learning algorithm, due to its continuous updating, had a 

much higher and more acceptable accuracy in tracking and 

maintained its stability and resistance against abnormal 

conditions in the presence of noise. In the absence of 

inappropriate conditions in his biological system, the patient 

should not suffer from severe complications and a sudden 

drop or increase in BG concentration. One of the main 

advantages of this algorithm compared to PID is its 

compatibility with the environment, and if the appropriate 

reward is defined, the optimal policy can be converged to the 

desired problem. This adaptability makes them suitable for 

environments where traditional control methods may have 

difficulty finding a solution. Although the Q-learning 

algorithm has a high potential for optimizing the insulin dose, 

but due to these limitations, such as the fact that each person's 

body's response to insulin is complex and variable and 

various factors are involved, it requires a large set of different 

data. Also, during the process of learning and adjusting the 

parameters of the algorithm, there are health risks such as a 

severe drop in BG or an excessive increase in BG. These risks 

can threaten the patient's health during the implementation of 

an algorithm that is not yet optimized. Therefore, its use 

requires caution and the use of large data sets to be used in 

real environments with sufficient safety. 
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Table 1: Description of Bergman's minimal model parameters [22]. 

Parameters Description Unit 

𝐺(𝑡) concentration of blood glucose in plasma at time t [𝑚𝑔/𝑑𝐿] 
𝑋(𝑡) the effect of insulin on the disappearance of glucose at time t [1/𝑚𝑖𝑛] 
 𝐼(𝑡) concentration of insulin in plasma at time t [𝜇𝑈/𝑚𝐿] 
𝐺𝑏 basal value of glucose level [𝑚𝑔/𝑑𝐿] 
𝐼𝑏 basal value of insulin level [𝜇𝑈/𝑚𝐿] 
𝑝1 rate of glucose absorption in tissues independent of insulin [1/𝑚𝑖𝑛] 
𝑝2 rate of reduction of absorption ability Glucose in tissues [1/𝑚𝑖𝑛] 
𝑝3 rate of the ability of tissues 

𝐼𝑏[(
𝜇𝑈

𝑚𝐿
)−1𝑚𝑖𝑛−1] 

𝑛 rate of insulin reduction [1/𝑚𝑖𝑛] 

ℎ threshold value Glucose, insulin secretion if the glucose concentration exceeds [𝑚𝑔/𝑑𝐿] 

𝛾 rate of insulin secretion by beta cells when the blood glucose level exceeds the 

threshold value 
[(𝜇/𝑚𝐿)(𝑚𝑔/𝑑𝐿)−1𝑚𝑖𝑛−2] 
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Abstract: This paper explores the integration of intelligent reflecting surfaces (IRS) with visible light communication 

(VLC) to enhance optical communication reliability and mitigate link blockage. We particularly focus on a patient vital 

signal monitoring system in a hospital, where a wireless optical device-to-device (D2D) unit transmits signals to a 

monitoring center. Our study highlights the benefits of using an IRS, demonstrating that a 35-unit IRS array can double 

the received optical power compared to traditional non-line-of-sight (NLOS) links. We also propose an optimal placement 

strategy for IRS on indoor area walls to maximize the signal-to-noise ratio (SNR) and minimize the bit error rate (BER), 

considering constraints specific to optical wireless communication. We formulate and solve an optimization problem to 

determine the best IRS location, aimed at achieving ubiquitous communication with minimal BER. Numerical results 

illustrate the system's effectiveness in enhancing optical link reliability for patient monitoring. The findings indicate that 

optimal IRS placement can result in a BER as low as 
82.48 10− , and with adjustments to the photodetector orientation, 

an even lower BER of around 
106.32 10− can be achieved without increasing transmitter power. This research 

underscores the potential of IRS in improving the performance of VLC systems, particularly in critical applications such 

as healthcare monitoring. 

Keywords: Intelligent Reflecting Surface (IRS), Device-to-Device (D2D), Bit Error Rate (BER), Non-Line-Of-Sight (NLOS), 

vital signal monitoring system, Signal to Noise Ratio (SNR). 
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1. INTRODUCTION 

1.1. Background 

Device-to-device (D2D) communication enables 

communication devices to be directly linked with each other 

without the need for a central base station [1]. For instance, 

efficient data sharing, collaboration between devices, and 

improved reliability in dense network environments can be 

achieved with D2D. In 6G, D2D communication can be 

further improved by utilizing visible light communication 

(VLC) [1]. D2D communication through VLC can enable 

local, fast, and efficient data transfer, by reducing the load on 

the overall network. Therefore, VLC can be a good option for 

machine-type communications (MTC) in the hospital 

environment [1]. However, such a link can be blocked many 

times by people and objects especially in dense hospital 

environments. As depicted in Fig. 1, intelligent reflecting 

surface (IRS) helps us to overcome the blockage of direct or 

line-of-sight (LOS)  links as well as the random orientation of 

receiver/transmitter in VLC links by modifying the 

configuration of the optical channel. In the lack of a LoS path, 

the IRS link can provide a connection with higher quality-of-

service (QoS), more reliability and higher flexibility 

compared to the classical non-line of sight (NLOS) link (from 

a wall, sofa, etc.) in an indoor hospital environment [2]. By 

finding the optimal location of IRS units, the benefits of IRS 

can be increased and the probability of outage in LOS links 

can be reduced. 

Implementing intelligent reflecting surfaces (IRS) in a 

real-world hospital involves several technical  issues  such  as 
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Fig. 1: Basic schematic of an IRS-assisted VLC system in 

overcoming the random orientation of the optical detector and 

link blockage. 

 [1-8]: i) site survey and assessment, to ensure optimal 

placement of IRS for effective coverage; ii) integration with 

existing infrastructure to avoid interference and ensure 

compatibility with existing wireless networks and medical 

devices; iii) accurate signal modeling is necessary due to the 

presence of walls, corridors, medical equipment, etc. that can 

attenuate the signal’s strength; iv) staff training is crucial for 

successful deployment; v) signal quality index (SQI) should 

be considered as a metric to check the quality of the received 

signal, etc. 

1.2. Related Works 

Several studies have pointed out the pros and cons of 

combining IRS with indoor VLC communication (see for 

instance [4-10]). 

The pioneering research in the field of using VLC as a 

transmission medium for monitoring the patient's vital signals 

was performed in [9, 10]. In these works, VLC is introduced 

as an emerging technology that can take over the role of radio 

frequency signals in hospital data transmission. These studies 

deal with general schematic of optical transmitters and 

receivers, but they do not mention the problems of applying 

visible light in transmitting and receiving data. 

In [3], the authors have provided a depth literature survey 

of VLC-enabled patient monitoring systems and indoor 

localization where they present some of the major challenges 

and some of the open issues in the field of VLC-enabled 

healthcare.  

In [4], the authors have compared meta-surface and 

mirror-type IRS where they have extracted the required phase 

changes of various reflecting surfaces for choosing an optimal 

power concentration method. However, in this study, the 

inherent constraints and required optimization of IRS are not 

addressed.  

A framework for integrating IRS with indoor VLC 

systems is proposed in [5], where an overview of IRS and its 

advantages, different IRS types and its main applications in 

VLC systems are presented. Moreover, the authors have also 

investigated the capacity of IRS to overcome the effects of 

receiver’s random orientation and blockage of optical links.  

In [6], to tackle with receiver’s random orientation, the 

authors have proposed an IRS-aided indoor VLC system with 

an optimal irradiance angle guided toward the user subject, 

which can facilitate optimal orientation of the IRS element in 

order to maximize the received power at the user’s location. 

Moreover, the closed-form expression for the obtained 

optimal irradiance angle is derived. However, the optimal 

location of IRS units to guarantee a ubiquitous coverage is not 

addressed.  

One of the few studies in the field of IRS parameter 

optimization, is done in [7] where the authors propose 

optimizing the IRS-assisted VLC systems by controlling the 

IRS elements to maximize the network sum-rate while 

maintaining fairness in the user achievable throughput.  

One of the most relevant study in the field of patient vital 

signs monitoring is that presented in [8], where SQI is used 

to evaluate the quality of the optical link.  

In most of these studies in the field of VLC, the use of 

IRS has been mentioned in order to improve the optical link 

performance, but almost none of them have addressed the 

challenges and constraints of its use. These challenges are 

divided into three main categories: challenges caused by the 

optical transmitter, optical receiver, and also the restrictions 

caused by the IRS. 

1.3. Main Contributions 

The main purpose of this  paper is to address the 

advantages brought by IRS deployment and optimization of 

IRS placement for increasing the received SNR and BER in 

the indoor VLC system inside a hospital environment for the 

critical application of healthcare monitoring system. In brief, 

our main contributions can be summarized as follows. 

• We prove the superiority of the IRS-assisted VLC 

link over the classic NLOS VLC link in the hospital 

indoor environment, by comparing the received 

power at the receiver’s location. 

• We derive the inherent constraints for deploying IRS 

in indoor visible light D2D communication. 

• We formulate and numerically solve the 

optimization problem to determine the optimal 

location of IRS deployment leading to the minimum 

BER at the location of the optical receiver in the 

considered area. 

• Although the main aim of this article is to find the 

optimal location of the IRS in order to increase the 

SNR and reduce the BER, in this article we also 

show that fine-tuning the orientation of the optical 

detector (PD) of the receiver, can be very effective 

for improving these parameters. 

1.4. Paper Organization 

The rest of this paper is structured as follows. In Section 

2, we introduce the system model and the channel model of 

the IRS-assisted VLC healthcare monitoring system inside 

the considered hospital environment. In Section 3, we derive 

the limitations and the constraints regarding optimal 

placement of IRS inside the indoor area. These constraints are 

divided into three general categories of receiver constraints, 

transmitter constraints and IRS application restrictions. In 

Section 4, we consider the BER as the appropriate objective 

function that we minimize according to the constraints 
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derived in Section 3. In the rest of Section 4, we numerically 

solve the BER optimization problem to find the optimal 

placement of the IRS unit. Section 5 illustrates through 

simulations the superiority of the IRS-assisted VLC link over 

the classical NLOS link and also the advantages brought by 

optimizing the location of the IRS in terms of received SNR 

and BER. Finally, in Section 6, we draw our concluding 

remarks. 

2. IRS-AIDED INDOOR VLC SYSTEM AND OPTICAL 

CHANNEL MODEL 

Fig. 2 depicts the considered scenario of downlink VLC 

communication system. More precisely, we consider a non-

coherent light-emitting diode (LED) access point (AP), 

oriented horizontally  and installed on the platform of the 

room. The aim of the communication system is to measure 

vital signals of the patient located at height
th in the hospital 

indoor environment of dimensions L W H  . The receiver 

is a photodetector (PD) which is located at height
rh . In order 

to overcome blockage of the optical beam, an IRS array 

composed of N units is placed on the side wall, where angle 

diversity receiver (ADR) is also used. The location of AP and 

PD are assumed fixed, but their orientation can be changed. 

Fig. 3 implies the block diagram of the considered transmitter 

and receiver.  As shown in Fig. 3, the intensity of the optical 

source is modulated with on-off keying (OOK) where the 

amplitude of symbols belongs to the set  0, symA  and 

demodulation is performed by direct detection (IM/DD) of 

the optical beam and conversion to the photocurrent signal 

( )y t  by using a PD. We have: 

( ) ( ) ( ) ( ) ,ocy t G Rx t h t w t=  +                                      (1) 

where ( )tx is the radiated beam of the AP, generated from the 

modulated digital beam stream ( )S t , 
OC

G is the gain of the 

optical concentrator, R is the responsivity of  the optical detector, 

( )h t is the baseband channel impulse response and ( )w t is the 

additive white Gaussian noise (AWGN) which is assumed 

independent from the data signal with probability density function
2(0, )TN  . Also, ( )

m
h t  is the  matched filter impulse response, 

and ( )r t is the matched filter output, which is passed through 

the sampler working at 
symnT (

symT  is time of each symbol in 

OOK, n ) to produce the discrete sequence
nr . According 

to (1) and the system model in Fig. 3, we have: 

 ( ) ( ) ( ) ( ) ( ) ( ).oc m mr t G Rx t h t h t w t h t=   + 
     (2) 

By defining ( ) ( ) ( )
m

t w t h t =  , we get: 

 ( )= ( ) ( ) ( ) ( ).oc mr t G Rx t h t h t t  +                            (3) 

The sampled symbol nr  at the output of the matched 

filter for the n -th bit can thus be expressed as follows: 

 

 
Fig. 2: Indoor hospital VLC system consisting of a 

transmitter and a receiver and an array of IRS. 

 
Fig. 3: Block diagram of an IM/DD transceiver. 

 

if 1 is sent

if 0 is sent
 ,

   ; 

             ; 

sym n

n

n

A
r









+
=                                           (4) 

where 
n

 is the sampled noise which is a Gaussian random 

variable. 

In IRS-assisted indoor VLC, the channel gain is 

composed as the sum of three terms: i) the LOS channel 

component, ii) the NLOS channel components due to 

reflections from wall and objects, and  iii) reflections from the 

IRS units. So, the total IRS-assisted VLC channel DC gain 

can be expressed as [11, 12]: 

1 1

, ,  ,
K N

out

k n

los nlos k irs nPH H H H
= =

= + +                               (5) 

where 
losH is the DC gain of the LOS channel,

,nlos kH is the 

DC gain of the NLOS channel due to the k -th reflector 

( {1,..., }k K ) and ,irs nH is the DC gain of the IRS channel 

due to the n -th unit ( {1,..., }n N ). K and N  are the number 

of reflectors in the room (wall, sofa, etc.) and the number of 

IRS elements, respectively. Moreover, in (2), we have 

assumed that the LOS link in the considered system model 

(hospital indoor environment) is blocked by humans (nurse, 

doctor, etc.) and/or objects, with a probability
out

P . 

2.1. LOS Channel Gain 

The VLC channel DC gain corresponding the LOS 

component, is given as [2]: 

2

( 1)
cos ( ) ( ) ( ) cos( ) ,

2

l lmPD
los

tr

A m
H g T

d
   



+
=             (6) 
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where   is the angle of irradiance,   is the angle of 

incidence, and ( )g  is a function of the refractive index and 

the semi-angle of the field-of-view 
fov ; 

PDA , 
lm , ( )T  , 

and trd denote the PD area, the Lambertian order, the optical 

filter gain, and the distance between the transmitter and the 

receiver, respectively [2]. 

2.2. NLOS Channel Gain 

In characterization of NLOS links, two general reflection 

model from the wall are commonly considered in the 

literature, namely the Lambertian model and the Phong model 

[4]. Here, to estimate the DC gain of the NLOS component, 

the Lambert’s model is considered for reflection from the 

surfaces inside the room. The NLOS channel gain from the 

wall corresponding to the k -th reflector is defined as [2]: 

, 2 2

 ,

( 1)
cos ( ) ( ) ( )cos( )

2

          cos( )cos( ) 

l

ref

ml
inlos k ref

refr trefA

r ref

m
H T g

d d

dA

    


 

+
=





           (7) 

where
trefd is the distance of the light source from the 

reflector, and
refrd is the distance between the reflector and 

the receiver. To increase the accuracy of NLOS channel DC 

gain estimation, we divide each reflector surface into small

refdA surfaces with reflection coefficient
ref ; 

i and
r  are 

the angles of incidence and reflection of the NLOS paths on 

the reflecting surfaces [13]. 

2.3. IRS Channel Gain 

Let the effective area of each IRS unit be equal to
irsA

and the reflection coefficient for each unit i . The DC gain of 

the IRS channel with N serving units for one user, writes 

[14]:  

2 2

( 1)
cos ( ) ( ) ( )

2

           cos( ) cos( ) cos( ) ,

l lmPD
irs i irs

ti ir

iirs rirs

A m
H N A T g

d d
   



  

+
= 


     (8) 

where tid is the distance between the light source and the n

-th IRS unit and ird is the distance between the n -th IRS unit 

and the optical receiver, 
iirs and 

rirs are the angle of 

incidence with the IRS surface and the angle of reflection 

from the IRS surface, respectively [14].  

3. PRACTICAL CONSTRAINTS REGARDING IRS 

DEPLOYMENT 

In what follows, we address the important constraints 

that should be considered at the transmitter, IRS and receiver 

sides in order to reduce the probability of link outage to 

ensure a ubiquitous communication. As can be seen from Fig. 

4, these constraints lead to restrictions on the location of IRS 

deployment. As shown in Fig. 4, we assume a 3D Cartesian 

coordinate system where IRS units are deployed across the 𝑥-

axis, where 𝑦 is fixed (𝑥 and 𝑧 are variable). The limitations  

 
Fig. 4: Constraints affecting the placement of IRS in VLC 

communication (top view of the hospital room). 

caused by AP will determine the lower limit on the 𝑥-axis, 

denoted by
lx , and the limitations caused by the 

photoreceptor and IRS can determine the upper limit of the 

use of IRS on the 𝑥-axis, that we denote by
hx . 

 

3.1. Constraints Related to the Optical Transmitter 

The first constraint is related to the optical transmitter 

i.e., the visible light source. Usually, in VLC systems, the 

Lambertian order (denoted lm ) of the source, which 

characterizes the directivity of the radiation beam, is one of 

the effective factors in determining the half-power angle (

1/2 ), i.e., the illumination and communication coverage 

radius of the source [2]. 

As seen from Fig. 5, the increase of
l

m causes the 

decrease of
1/2 . The decrease in

1/2 , in turn, narrows the 

width of the beam which causes the light beam to reach the 

walls at a larger vertical distance from the light source, which 

itself creates a lower limit for the placement of the IRS on the 

𝑥-axis (see Fig. 4). Mathematically, for a light source of 

Lambertian order lm , 
1/2 is expressed as [2]: 

1

1/ 2

2
( ( ))

l

ln
cos exp

m


−
= − .                                                (9) 

If an optical AP of Lambertian order
lm is located at the 

coordinate ( , , )T T Tx y z , the first point on the wall that is 

within the teleradius of the source will be located at a 

longitudinal distance 
lx  from the origin [15].  

More precisely, 
lx  is the lower limit allowed for the 

deployment of IRS, which is expressed as [13]: 

1/2

.
tan( )

T

l T

w y
x x



− −
= +                                                      (10) 

It is worth mentioning that another important limiting 

factor related to the AP is its transmission power, which is 

usually limited by the sensitivity of human eyes and skin as 

well as hardware limitations of the transmitter [16]. 
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Fig. 5: Radiation pattern of the transmitter with different 

Lambertian order. 

3.2. Constraints Related to the IRS  

Since the function of mirror IRS is based on the 

formation of a virtual image (see Fig. 6), as a result, the IRS 

units must receive a light beam with an angle of incidence of 

less than 90 degrees from the light source. So, a limit should 

be considered for the allowed rotation of the IRS elements or 

equivalently the phase shift of the reflection beam, according 

to its location [17]. 

Let us assume that an IRS is located at coordinate

( , , )I I Ix y z , then the maximum angle that the IRS can 

rotate around x and z axes can be expressed as [17]: 

2 2

2 2

1

max

1

)

)
                

( ) ( )
tan ( )

(

( ) ( )
= tan ( ).

(

I T I T

I T

I t T

I T

rotl

z z y y

x x

z h w y

x x

 −

−

− + −
= =

−

− + − −

−

              (11) 

By reducing )(
I T

x x− , i.e., the longitudinal distance 

between IRS and AP, IRS units are able to cover  a wider area. 

Notice that since the minimum value of 
Ix  is equal to

lx , 

this value is lower bounded by )( Tlx x− .   

3.3. Constraints Related to the PD 

The field of view (FOV) of the optical detector (as well 

as its orientation) is the third limiting factor in deploying IRS 

in a VLC system. As can be seen from Fig. 7, according to 

the FOV of the detector and its orientation, the deployment 

location of the IRS is limited. As depicted in Fig. 7, by a 

counter-clockwise orientation, the length of the allowed IRS 

installation area on the wall is reduced by dx , and in 

contrast, with a clockwise orientation, the length of the IRS 

installation area on the wall is increased by ix . In practice, 

by adjusting the PD orientation, the SNR and as a result the 

length of the allowable area can be increased, but since in the 

usual case, the LOS link is responsible for the communication 

between the optical transmitter and the receiver, we will have 

a compromise in the PD orientation setting. So, in a way, the 

upper limit of the length of the allowed area for using IRS, 

i.e., hx , and even the selection of the proper side wall for the  

 
Fig. 6: Coverage profile of the optical transmitter, taking 

into account the geometry of the image formation and the 

constraints caused by it. 

 
Fig. 7: Effect of FOV and PD orientation in determining the 

allowable area of IRS deployment. 

purpose of engaging IRS is determined according to the 

orientation of PD. 

In calculating the upper limit hx , the deployment 

location of PD and its orientation play a role. Assuming that 

the location of the receiver is ( , , )r r rx y z and its  initial 

random orientation is  , we have: 

 ,     
tan( )

fov

h r

r

ori

w y
x x x

 

=


−
− −

=                      (12) 

where
orix is the limitation due to the orientation of the PD, 

fov  is the FOV of the optical detector and  is 
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considered positive in PD clockwise rotation and negative in 

counterclockwise rotation. 

4. OPTIMIZATION OF IRS LOCATION 

In this section, we propose to optimize the place of IRS 

inside the considered room so as to minimize the BER at the 

receiver by considering the constraints we discussed in  

Section 3. According to the system model in Section 2, the 

probability of error at the receiver for OOK modulation, is 

expressed as [2]: 

( ) (0) ( 0) ( ) ( ).sym symP error P P error P A P error A= +                     (13) 

By assuming probability of each symbol

( ) (0) (1) 0.5symP A P P= = = , we get: 

1 1
 ( ) ( ) ( ) ( ) ( ) ,

2 2

sym sym sym

T T T

A A A
P error Q Q Q Q 

  
= + = =            (14) 

where 

2

2

sym

T

A
SNR


 = =

 and

2
/21

( )
2 x

Q x e d







−
= 

.  

Let us define 
irslos nlosph ph ph ph

i i i i= + + as the 

photocurrent caused by the received optical signal, which is 

the sum of three components: , ,
irslos nlosph ph ph

i i i are the 

photocurrent caused by the LOS, NLOS and IRS links, 

respectively. We assume that the noise variance 
2 2 2

T sh th
  = +  where

2

sh  and
2

th
 are the shot noise variance 

and the thermal noise variance, respectively, that are assumed 

as the dominant noises in our scenario. The probability of 

error in (14) can be equivalently expressed as [2]: 

( ) ( ) ( ).r

ook

phoc
e

T T

iG RP
P Q Q Q

 
= = =

                                 (15) 

Since ( )y t in the system model is the photocurrent 

created in PD due to the received Power
rP , so its signal part

phi corresponds to the transmitted symbol symA [2, 13], hence 

we will have: 

2 2
( ) ( ) ( ).irslos nlos

ook

ph ph phph
e

T sh th

i i ii
P Q Q Q

  
 =

+ +
= =

+

          (16) 

Assuming that the impact of the NLOS link is negligible, 

nlosph
i can be omitted. According to [2], the shot noise can be 

written as 2 ( )
los irsph ph sysq i i B+ and the thermal noise as

14 b sys lk TB R− , where q is the electric charge, 
sysB is the 

bandwidth of the optical receiver,
lR is the load resistance, T

is the absolute temperature, and
bk is the Boltzmann's 

constant.  Equation (16) can thus be rewritten in an equivalent 

form as: 

1
( ).

2 ( )  4
los irs

los irs

OOK

ph ph

ph ph sys sys l

e

b

i i
P Q

q i i B k TB R
−

+
=

+ +
        (17) 

Considering that the photocurrent is a function of the 

received power, since, the received power is a function of the 

transmitted power
tP  [2], Eq. (17) can be written as follows:  

1
= ( ).

2 ( )  4

t

t

ook

oc los oc irs

e

oc los oc irs sys sys l

t

t b

G RH P G RH P
P Q

q G RH P G RH P B k TB R
−

+

+ +
        (18) 

As can be seen from (18), the photocurrent due to the 

NLOS link has been neglected. The numerical comparison 

results of IRS-based and NLOS-based VLC links are 

contrasted in the next section.  

Now, to calculate the optimal location of the IRS, we 

formulate the following optimization problem: 

 
 , 0

  ,arg minˆ ˆ,
I Il hx x x z HI I

BERx z
   

=                                 (19) 

which can be expressed by using (18) as: 

  1 , 0
arg min ( ).

2 ( )  4
ˆ ˆ, oc los t oc irs t

oc los t oc irs t sys b sys lI Il h
I I x x x z H

G RH P G RH P
Q

q G RH P G RH P B k TB R
x z

−   

+

+ +
=

 

(20) 

According to the basic properties of the Q -function, (20) 

can be rewritten in an equivalent form as: 

1 , 0
,argmax

2 ( )  4
ˆ , ˆ

I Il h

oc oct tirslos

oc oc sys syst tirslos b l
x x x z HI I

G RH P G RH P

q G RH P G RH P B k TB R
x z

−   

 
   
 

  
  

+

+ +
=

    (21) 

Finally, assuming that the LOS link is blocked 

( 0losH ) and the NLOS link is also not reliable due to the 

inability to control the reflection beam and choose the 

reflection model, we get: 

1 , 0
.argmax

2  4
ˆ , ˆ

I Il h

oc tirs

x x x z H
oc sys systirs b l

I I

G RH P

qG RH PB k TB R
x z

−   

 
   
 

  
  

+
=

(22)  

Considering shot noise limited condition [2] (i.e., all 

other noises can be neglected except the shot noise), equation 

(22) can be written in an equivalent form as: 

 , 0
.argmax

2
ˆ , ˆ

I Il h

irs

x x x z H sysirs
I I

H

qH B
x z

   

 
 

  
  
 

=                     (23) 

In fact, the optimization problem (19) becomes 

equivalent to finding ˆ
I

x  and ˆ
I

z by maximizing
irsH , 

because the noise parameters q and
sysB are almost constant 

values and the Eq. (23) is simplified to
irs

irs

H

H
. So we can 

write: 

 , 0
 .ˆ , ˆ argmax  

I Il h
x x x z HI I irsx z H
   

 
 
 

=
                                       (24) 

In (24), 
irsH is a function of distances and angles (see 

Eq. (8)), which in turn are functions of 
I

x and
I

z . Therefore, 
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irsH will also be a function of 
I

x and
I

z . If ˆ
I

x and ˆ
I

z

maximize
irsH , then the following condition must hold: 

ˆ ˆ( , ) ( , ),I I I Iirs irsx z x zH H                                                  (25) 

where  ,  0I Il h
x x x z H    . For (25) to be satisfied, 

the directional derivative of
irsH , with respect to x  and z , 

must be zero at ˆ
I

x and ˆ
I

z . That is why we can write: 

( ) ( )ˆ ˆˆ ˆ( , ), ( , ) 0,0 .
I II I I Iirs x irs zH x z H x z =                                 (26) 

where ˆ ˆ( , )
I I Ixirs x zH ,  ˆ ˆ( , )

I IIzirs x zH   are the derivatives of 
irsH

with respect to
I

x and
I

z respectively. The values of 
I

x and

I
z that maximize 

irsH characterize the optimal location of 

IRS leading to minimization of the average BER at receiver 

that are obtained in the next section through numerical 

optimization.  

5. NUMERICAL OPTIMIZATION AND SIMULATION  

RESULTS  

Here, we propose to evaluate the performance of the 

considered IRS-assisted VLC system by particularly focusing 

on the effect of IRS placement. The simulation environment 

is graphically depicted in Fig. 2. The main values and 

assumptions considered throughout simulations are provided 

in Table 1.   

In Table 2, we have gathered the limit of parameters 

related to IRS deployment on the side wall (by assuming

5Iy −= ), according to the constraints described in Section 

3.  

By evaluating the BER at different places of the allowed 

region, we place the IRS unit at coordinate where BER is 

minimal. 

We focus on received power and BER at the receiver 

location achieved by using IRS in VLC link compared to 

classical NLOS, under practical constraints described in 

Section 3.  

Fig. 8 depicts the received power when using the 

classical NLOS VLC link by considering the reflections from 

wall surface at different locations of the allowed region 

according to the Phong reflection model [18]. We can observe 

that as the reflector approaches the coordinate ( , , )
l T

Wx z− , 

the received power is increased up to about 
9

5.85 10
−

  watts. 

If we consider the entire allowed region can be dedicated as 

reflector, the received power is even increased up to
4

5.1245 10
−

  watts. 

Fig. 9 shows the received power at different locations of 

the considered area when a 35 unit array IRS is used (all 35 

units serve the PD) at that location. We observe that, as the 

IRS approaches the location ( , , )
l T

Wx z− which is the optimal 

point of IRS deployment, the received power increases (up to 

about watts). By comparing Figs. 8 and 9, we can see that the 

 

Table 1: Parameters and assumptions. 

Parameter Value Description 

L W H   5m×5m×3m Room dimensions 

(Length, width, height) 

( m ) 

( , , )T T Tx y z  0.5 3.5 1.5( , , )−  Coordinates of the 

transmitter's location 

( m ) 

( , , )r r rx y z  4 1 1.5( , , )−  Coordinates of the 

receiver's location ( m ) 

lm  0.4 Lambertian order of 

optical transmitter  

fov  80 Field of view of the PD 

(degree) 

1/2  80 Half power angle 

(degree) 

  5 PD orientation (degree) 

A  0.0004 Effective area of the PD 

(
2m ) 

R  1 PD Responsivity 

( )T   1 Optical filter gain 

N  35 Number of IRS  units 

a a  0.1m×0.1m Dimensions of IRS units 

(
2m ) 

in  1.5 Concentrator internal 

refractive index 

bR  1 Gbps Data rate (bps) 

ref  0.5 Reflection coefficient of 

wall 

i  0.9 Reflection coefficient of 

IRS units 

tP  200 Transmitted Power 

(Watts) 

 

Table 2: Calculated constraints regarding IRS installation. 

Parameter Description Value/unit 

lx  Lower limit length of the allowed 

region for deployment of the IRS. 
1.1145 m  

h
x   

Upper limit length of the allowed 

region for deployment of the IRS. 

3.3 m  

max   

Allowed rotation range of IRS units 

at the optimal deployment point 

(degree). 

 30, 65   

 degree 

 

power received in the IRS link increases more than twice, i.e., 

about , compared to the classic NLOS link which proves the 

significant advantage of employing IRS in our system model 

(the entire allowed area of the reflector surface is taken into 

account). 

Fig. 10 illustrates the BER comparison (plotted based on 

the theoretical BER of (15) and (18)) at the receiver in NLOS 

and IRS links. More precisely, in Fig. 10, by changing the 

transmitter power in the range16 29 tP dB  , we get 

8 4.7 SNR dB−   at the receiver through NLOS link and 

4.7 8 SNR dB−   at the IRS-aided VLC link. These results 

confirm the superiority and also the reliability (in terms of 
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Fig. 8: The received power of the optical receiver 

considering the entire allowed area as reflective surface in 

the classical NLOS VLC link. 

 
Fig. 9: The received power of the optical receiver at 

different locations of the considered area by using a 35 unit 

IRS. 

 
Fig. 10: Comparison of BER in IRS-based optical link and 

classic NLOS-based optical link according to the transmitted 

power. 

 

 

QoS and SNR) [19] of IRS-aided VLC link compared to 

classic NLOS link in terms of BER.  

Fig. 11 shows the BER variations versus location of the 

IRS for three different locations of the optical receiver. Notice 

that according to our system model, in the indoor hospital 

environment, the IRS cannot be placed across the y axis. So 

for each location of the receiver, the minimum of each curve 

is the optimal location of the IRS for its deployment in the 

allowed area. Considering these three curves, it can be 

concluded that the minimum BER values always occurs 

regardless of the location of the receiver when the IRS is 

located at the ( , , )
l T

Wx z− coordinate, which is the optimal 

installation point. 

Fig. 12 shows the BER variations for different PD 

orientations 010 0, 1,− +  . We can particularly observe that 

when the transmit power changes in the range 

16 29 tP dB  , the BER can be reduced to a desired value 

by fine-tuning the PD orientation.  

Finally, Fig. 13 plots the received SNR versus the 

Lambertian order of the source (
lm ) in different  lengths of 

the allowed area ( 1.5 & 5  I Iz m y m−= = ). As can be 

seen, by increasing
lm , the length of the lower bound of the 

allowed area i.e.,
lx  which is the coordinate of the optimal 

place of IRS deployment, is increased (the length of the upper 

limit of the allowed area
hx is assumed fixed).  

6. CONCLUSIONS 

Optimal placement of IRS on the wall in order to minimize 

the BER at the receiver for an indoor VLC system was 

addressed. In this study, an optical AP and a photo-detector 

have been used to send and monitor the vital signals of a 

patient in a hospital environment. For the case where the LOS 

path is blocked in the VLC link, both the IRS directed link 

and the classical NLOS link have been considered. 

Comparative numerical results proved the superiority of the 

IRS-aided VLC link in terms of BER. Moreover, the power 

received through the IRS link is increased up to 2 times. Then, 

in order to have a reliable and ubiquitous connection, with the 

aim of minimizing the BER, the location of IRS installation 

was optimized. We also showed that by fine-tuning the PD 

orientation, even lower BER can be obtained. Finally, we 

showed that by increasing the Lambertian order, the optimal 

location of IRS deployment is shifted away from the source. 

The use of more complex optimization methods with multiple 

sources, multiple IRS arrays and fine tuning PD orientation 

can be considered as attractive future research directions in 

this field. 
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Fig. 11: BER curve resulting from variations in optical IRS 

location across the allowed region, considering three 

different locations for the optical receiver. 

 
Fig. 12: The BER obtained in the receiver, caused by 

changes in the power of the optical transmitter as well as the 

different orientation of the PD, assuming that the noise 

power is constant. 

 

 
Fig. 13: Demonstration of the receiver SNR according to the 

location of the IRS in the allowed area, considering APs with three 

different Lambertian orders. 
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Abstract: In solar power towers or central receiver generation units, solar radiation is concentrated on a central receiver 

placed at the top of a tower through a heliostat field. The concentrated solar energy can generate superheated steam in a 

Rankine cycle to produce electricity. Since solar energy fluctuates, the output power of solar tower power plants changes 

frequently, and many aspects of power networks incorporating high-capacity solar tower power plants may be affected, 

which must be investigated. For this purpose, this paper presents a reliability model for solar power generation units 

based on the failure of component devices and changes in produced power. To determine the reliability of these plants, 

the effects of failures in their elements, including the heliostat field, central receiver, thermodynamic cycle components, 

generator, cable, electrical converter, and transformer, on the overall outage are considered. To decrease the number of 

states related to the reliability model of the solar power generation unit, the XB criterion is selected for calculation, and 

a fuzzy c-means clustering approach is used. The proposed multi-state reliability model is implemented to evaluate the 

adequacy assessment of RBTS and IEEE-RTS as two reliability test systems. Important reliability indices, including load 

and energy curtailed indices and those associated with the system's capability to supply the required load, are calculated. 

Keywords: Central receiver power plant, heliostat field, reliability, Rankine cycle, fuzzy c-means clustering, solar radiation. 
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1. INTRODUCTION 

Renewable resources, especially solar and wind, 

generate clean and sustainable electric energy in power 

networks. Due to the clean nature and sustainability of 

renewable energies, renewable energy-based generation units 

are used to produce electricity in bulk power systems and 

microgrids for improving different aspects of these networks. 

In [1-2], resiliency and reliability of power systems are 

enhanced by integration of renewable generation units into 

the power systems. Sunlight energy received on Earth during 

one hour is more than the required energy for humans of the 

world during one year [3]. Due to the high potential of solar 

radiation around the world, large-scale solar power plants 

based on different technologies including photovoltaic farms, 

parabolic troughs, Fresnel troughs, parabolic dish systems, 

and tower collectors are installed in regions with high solar 

radiation levels for integration into bulk power systems. 

Among different kinds of solar generation units, solar towers 

with high generated power can be connected to the power grid 

at the transmission level. 

The 370MW Ivanpah Solar Electric Generating Station, 

the 200MW Bright Source Coyote Springs 1 and 2, the 

200MW Bright Source PG&E 5, 6 and 7, the 245MW Gaskell 

Sun Tower, and the 150MW Rice Solar Energy Project are 

examples of large-scale central receiver power plants located 

in the USA [3]. Produced power of solar power towers is 

proportional to solar radiation. Due to wide variation in solar 

radiation, produced power of central receiver power plants 

changes a lot, and when the penetration level of renewable-

based generation units in the power system is high, reliability 

and other aspects of the power network may be changed, 

which must be evaluated. To study the impact of solar towers 

on power systems, many researches have been carried out. In 

[4], the latest status of concentrating solar power towers is 

discussed, and the design and operating data of current central 

receiver power plants are examined. In this paper, new 

technologies are proposed to generate a better ratio of electric 

power to the power of heliostat field, better capacity factor, 
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better matching of generation and consumption, lower cost of 

power plant, enhancement of reliability, and improved life 

span of component parts. For this purpose, materials and 

manufacturing processes, design of heliostat field and central 

receiver, Rankine cycle components and working fluid, 

optimal operation scheduling of the power plant, and 

integration of the power plant with thermal desalination and 

combined cycle power plants can be utilized. In [5], different 

optimal schemes of heliostat fields in central receiver 

generation units are performed using the campo code. In this 

paper, a new code is proposed to calculate quickly and 

accurately factors related to shadowing and blocking of 

heliostats to find the optimum layout for the heliostat field 

and yield maximum annual energy. In [6], an analytical study 

is performed on the PS10 solar power tower located in 

Aswan, Egypt. In this paper, a comparison between the 

Aswan 11MW central receiver power plant and Mayor solar 

power tower based on the solar irradiance model, sunshine 

duration, optical and geometric analysis, annual average 

efficiency, and plant performance values is carried out.  

In [7], different heliostat field layout methodologies are 

compared, and the effect of these layouts on solar power 

tower efficiency is investigated. In this paper, a detailed 

comparison of heliostat fields according to efficiency and 

energy yield is performed to determine the advantages and 

disadvantages of the algorithms used for optimization of 

heliostat layout designs. It is deduced from this paper that new 

biomimetic techniques are better than classic algorithm 

patterns with radial staggered approaches. In [8], the impact 

of a 200MW solar power tower on the steady-state and 

transient performances of Oman's transmission system is 

studied. In this research, a central receiver generation unit 

composed of a heliostat field, power tower, molten salt 

storage tank, heat exchangers, steam generator, turbine, 

generator, and transformer is considered for connection to the 

transmission network in two proposed locations. The 

transient response to three-phase faults, load flow analysis, 

and short circuit level calculations are performed to 

investigate the effect of adding the solar power tower to the 

transmission system. 

In [9], modal analysis of a heliostat for central receiver 

power plants is performed. In this paper, an analytical and 

experimental program is proposed to improve the response of 

heliostat fields to wind loading on them. Based on these 

results, the structural models of the heliostats can be 

evaluated and improved to predict the deformations of the 

heliostats arising from gravitational and dynamic wind 

loadings. In [10], an optical study of central receiver power 

plants is performed. In this study, a mathematical model is 

suggested for analyzing optical efficiency of solar towers and 

studying the effect of different factors including shading and 

blocking losses, cosine effect, atmospheric attenuation, and 

spillage losses on optical efficiency. In [11], a heliostat field 

of a solar tower based on a 10MW peak power unfired closed 

Joule-Brayton cycle installed in Seville is studied. In this 

paper, a variable mass flow rate is achieved for constant-

temperature operation of the turbine inlet using an auxiliary 

compressor and bleed valve. Thus, the number of installed 

heliostats is important for determining the rated thermal 

power of the plant. In [12], the effectiveness of a small-scale 

central receiver generation unit used in a residential 

application located in Italy is simulated. This generation unit 

includes 48 heliostats with a total reflecting surface area of 

8.7m² to generate 5kW of electricity. In this research, the 

design of the understudied solar tower is described, and the 

effect of different irradiance data on the performance of the 

system is evaluated. 

In [13], optimal planning of a renewable energy-based 

microgrid considering the reliability cost is performed. In this 

paper, variable failure rates of component parts of renewable 

resources including wind turbines, current-type tidal turbines, 

and photovoltaic panels are used in the optimization 

algorithm. Paper [14] performs scheduling studies of the 

renewable energy-based microgrid considering the reliability 

effect. In this paper, different renewable resources including 

wind turbines, photovoltaic systems, wave energy converters, 

and stream-type tidal turbines are integrated into the system 

to reduce the reliability cost of the microgrid. In [15], 

reliability modeling of different types of wind turbines is 

carried out. In this paper, reliability assessments of various 

structures of wind turbines including doubly-fed induction 

generators, permanent magnet synchronous generators, 

wound rotor induction generators, brushless doubly-fed 

induction generators, and electrically excited synchronous 

generators are performed. Paper [16] studies the reliability of 

power systems containing ocean thermal energy conversion 

systems. In this research, variable failure rates of component 

parts of ocean thermal energy conversion systems 

considering variation in the outside temperature are 

determined. 

In [17], the impact of different solar tracker systems on 

the reliability of photovoltaic power plants is studied. In this 

paper, a comparison from a reliability point of view among 

three photovoltaic power plants including fixed panel, PV 

systems equipped with single-axis trackers, and PV systems 

equipped with double-axis trackers is performed. Paper [18] 

studies the impact of variation in water flow rate on the failure 

rate of component parts of run-of-the-river power plants. 

Then, the obtained variable failure rate of run-of-the-river 

power plants is used for reliability assessment of the power 

system containing these renewable resources. In [19], 

reliability evaluation of power systems containing wave 

energy conversion systems is performed. In this paper, the 

reliability model of Pelamis as a large-scale wave power plant 

is determined considering both failure of component parts and 

variation in the generated power arising from variation in the 

height and period of the waves. In [20], reliability indices of 

the power system containing different types of renewable 

resources are calculated by Monte Carlo simulation 

technique. In this paper, various types of renewable resources 

including wind turbines, photovoltaic systems, tidal turbines, 

run-of-the-river power plants, and wave converters are 

integrated into the power system. 

The current paper models the reliability performance of 

central receiver plants. The generated power of central 

receiver units is dependent on solar radiation. Solar radiation 

varies, and so, the generated power of solar power towers 

changes, too. Thus, similar to other renewable units, the 

uncertainty nature of central receiver plants affects many 

aspects of the power network. Due to the similarity between 

solar power towers and other renewable units such as wind 

turbines, photovoltaic systems, tidal stream turbines, tidal 

barrages, and run-of-the-river units, approaches developed to  
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Table 1: The comparison of the current research and 

reviewed references. 

References Advantages Drawback 

[1] Resiliency of power 

hub is improved by 

integration of 

renewable resources. 

Reliability of power 

hub is not studied. 

Central receiver power 

plant is not 

investigated. 

[2] Reliability evaluation 

of pumped storage 

power plant is studied. 

Reliability evaluation 

of central receiver 

power plant is not 

performed. 

[3-4] The current state of 

central receiver power 

plant is presented. 

Reliability evaluation 

of central receiver 

power plant is not 

performed. 

[5] Different optimal 

schemes of heliostat 

field in central receiver 

generation units are 

performed using of the 

campo code. 

Reliability assessment 

of heliostat power 

plant is not 

investigated. 

[6] A comparison between 

the Aswan 11MW 

central receiver power 

plant and Mayor solar 

power tower is carried 

out. 

Reliability 

performance of two 

mentioned power 

plants is not 

compared. 

[7] Different heliostat field 

layout methodologies 

are compared. 

Reliability analysis of 

heliostat field is not 

carried out. 

[8] The impact of solar 

power towers on the 

steady-state and 

transient performances 

of Oman transmission 

system is studied. 

The impact of solar 

power towers on the 

reliability of Oman 

power system is not 

performed. 

[9] An analytical and 

experimental program 

is proposed to improve 

the response of the 

heliostat fields to the 

wind loading on them. 

Reliability analysis of 

heliostat field 

considering the wind 

loading on them is not 

carried out. 

[10] An optical study of 

central receiver power 

plants is performed. 

Reliability evaluation 

of central receiver 

power plant is not 

done. 

[11] A heliostat field of 

solar tower based on 

10MW peak power 

unfired closed Joule-

Brayton cycle installed 

in Seville is studied. 

Reliability assessment 

of solar towers is not 

performed. 

[12] Effectiveness of small-

scale central receiver 

generation unit used in 

residential application 

located in Italy is 

simulated. 

Reliability studies of 

small-scale central 

receiver generation 

unit used in residential 

application located in 

Italy is not done. 

[13-14] Optimal planning and 

scheduling of 

renewable energy-

based micro grids 

considering reliability 

effect are done. 

In the understudied 

micro grids, the 

central receiver power 

plants are not 

considered. 

[15-16] Reliability evaluation 

of power system 

containing different 

wind turbines and 

In the understudied 

power system, the 

central receiver power 

ocean thermal energy 

conversion systems is 

done. 

plants are not 

considered 

[17] The impact of different 

solar trackers on the 

reliability of PV 

systems is studied. 

Reliability evaluation 

of thermal solar power 

plants is not 

performed. 

[18-19] Reliability assessment 

of power system 

including run of the 

river and wave power 

plants is performed. 

Reliability analysis of 

central receiver solar 

power plants is not 

performed. 

[20] Reliability indices of 

the power system 

containing different 

types of renewable 

resources are calculated 

by Monte Carlo 

simulation technique. 

In the understudied 

power system, central 

receiver power plants 

are not considered. 

[21-26] The reliability 

modelling of wind 

turbines, photovoltaic 

farms, run-of-the-river 

units, ocean thermal 

energy conversion 

systems, current and 

barrage kind tidal 

generation units have 

been developed. 

Reliability modelling 

of central receiver 

power plants is not 

performed. 

 

consider the uncertainty nature of renewable resources in the 

associated reliability models can be utilized. The reliability 

modeling of wind turbines, photovoltaic farms, run-of-the-

river units, ocean thermal energy conversion systems, and 

current and barrage-type tidal generation units has been 

developed in [21-26]. In Table 1, all reviewed references are 

compared with the present article. 

To construct a reliability model of solar power towers, 

the current study is organized as follows. In the second 

section, solar power towers are described. The reliability 

modeling of this power plant is constructed in the third 

section. The adequacy performance technique considering 

solar power towers in reliability assessment of power systems 

is discussed in the fourth section. Numerical results related to 

adequacy assessment of RBTS and IEEE-RTS, as well-

known reliability test systems, are given in the fifth section to 

examine the effect of solar power towers on power network 

reliability. The conclusion of the paper is given in the sixth 

section. 

2. SOLAR POWER TOWERS 

The share of solar generation units in electricity 

production is higher than other renewable energy sources. For 

conversion solar energy to the electricity, two technologies 

including solar photovoltaic and concentrated solar thermal 

systems are used. In photovoltaic systems, the energy of the 

sun is converted to the DC power through a p-n junction. In 

the second technology, i.e. concentrated solar thermal units; 

by using large number mirrors called reflectors with very high 

reflectivity, the direct sun radiation is concentrated onto a 

receiver. This radiation is absorbed through the receiver leads 

the receiver to heat. This heat is transferred to a suitable 

working fluid than can produce the steam in a heat exchanger 
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and generate electric power using steam turbines connected 

to generators. Several kinds of concentrated solar thermal 

units are parabolic trough, Fresnel mirror system, parabolic 

dishes and central receiver towers. In the parabolic trough 

reflectors, the sunlight is concentrated onto receiver tubes 

contain transfer fluid such as special oil. The fluid is 

circulated in the tubes through a pump and then enters a heat 

exchanger to produce superheated steam. The steam can 

generate electricity through steam turbine connected to the 

generator. In the linear concentrating Fresnel mirror system, 

the sunlight is reflected onto a stationary thermal receiver 

located at a common focal point of the reflectors with the 

operation temperature of 100-4000C. The concentrated 

energy is transferred to the thermal fluid through the absorber 

to produce the steam in the heat exchanger and generate the 

electricity. In the parabolic dish reflectors, like troughs the 

direct sunlight is concentrated to point focus of receiver, and 

heat the fluid inside this point to an operating temperature 

over 10000C. This high temperature fluid can produce steam 

and consequently the electricity is generated. In the central 

receiver tower system, large mirrors equipped to two-axis sun 

tracker called heliostats are used for concentrating sunlight 

onto fixed receiver placed top of a tower. The concentrated 

energy in absorber is transferred to heat transfer fluid. The 

operating temperature of fluid would be over than 10000C. 

This fluid can produce the steam through a heat exchanger 

and so the electricity is generated using of the steam turbine 

connected to the generator. The structure of a typical solar 

power tower and composed components are presented in Fig. 

1. 

Heliostat fields play an important role in determining the 

performance and cost of solar power towers. Central receiver 

plant performance is defined as the ratio between net power 

captured by the receiver to normal radiation power shining on 

heliostats. Heliostat field optical losses are due to cosine 

effect, shading and blocking losses, imperfect mirror 

reflection coefficient, atmospheric attenuation, and spillage 

losses. Heliostat field losses are mainly due to the cosine 

effect, which is the cosine of the angle between sunlight and 

the normal vector on the surface of the heliostat. The cosine 

effect depends on the positions of the sun and heliostat and, 

based on Fig. 2, it can be calculated as cos(θ). Due to the 

movement of Earth relative to the sun, the position of 

heliostats relative to the sun changes over time, and so the 

cosine effect changes too. The value of the cosine effect also 

depends on the layout of the heliostat field, and in a heliostat 

field, it may differ from one heliostat to another. A heliostat 

consists of optical sensors to sense the solar radiation on the 

heliostat, servomotors to track the sun and move the heliostat 

to reflect the sunlight onto the receiver, a control system, 

mirror, and the main structure. The concentrated energy can 

heat the receiver and the fluid inside it to temperatures above 

1000°C. Water, based on the Rankine thermodynamic cycle, 

enters a heat exchanger called a steam generator where the 

heat transfer fluid can transfer heat to it and produce steam. 

Then, the steam is conducted to the turbine, and electricity is 

generated. In Fig. 3, the Rankine thermodynamic cycle is 

presented [28]. In state 1 of the Rankine cycle, water is 

pumped to the boiler or steam generator to reach state 2. The 

heat from the high-temperature fluid is transferred to the 

water, and steam is generated in state 3. Then, the steam 

enters the turbine and generates electricity. The low-pressure  

 

Fig. 1: Typical solar tower [27]. 

Heliostat 

sun

θ

Normal vector

Sunlight 
Reflected 

ray

Central 

receiver

 

Fig. 2: The concept of cosine effect. 

 

Fig. 3: The Rankine cycle. 

steam of state 4 is condensed in the condenser, and the cycle 

is repeated. 

The turbine work can be calculated as (1). In (1), h3 and 

h4 are the enthalpies of states 3 and 4, respectively. The work 

of pump can be determined as (2). 

43 hhwturbine −=                                       (1) 

)( 12 PPVwpump −=                                            (2) 

where, P2 and P1 are respectively the pressure of boiler and 

condenser. The heat transferred from the heat transfer fluid to 

the boiler is calculated as (3): 

23 hhqin −=
                                                                 (3) 
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where, h3 and h2 are, respectively the enthalpies of state 3 

(high pressure steam) and 2 (high pressure water). The 

efficiency of the Rankine cycle can be determined as (4), [28]: 

in

pumpturbine

q

ww −
=

 

(4) 

To determine the generated power of solar power towers, 

based on the solar radiation, the area of the heliostats, the 

reflectivity of each heliostat, the number of heliostats and the 

reflection efficiency of the heliostats, the concentrated energy 

on the central receiver is calculated. According to heat 

transfer efficiency of understudied fluid and receiver 

concentrated thermal energy, the transferred heat to the boiler 

is determined. The thermal energy generated in the boiler is 

determined based on the boiler efficiency and the produced 

kinetic energy of the turbine is calculated by multiplying the 

generated thermal energy of boiler by the turbine efficiency. 

The generated electric power is obtained considering 

generator efficiency and produced kinetic energy. Thus, 

output power of central receiver unit is determined as (5): 

trecTbHTFatmout SBCECRAnsrP  =
  (5) 

where, Pout is plant produced power, sr is solar radiation 

(w/m2), n is heliostats number, A is heliostat area (m2), R is 

the reflectivity of the heliostats, 
atm is the atmosphere 

attenuation, C is the cleanliness of the mirrors, CE is the 

cosine effect, SB is the shading and blocking coefficient, 

HTF
is heat transfer fluid efficiency, 

b is boiler efficiency, 

T is turbine efficiency, 
ec is the electrical converter 

efficiency and 
tr is the transformer efficiency.  

3. RELIABILITY MODEL OF SOLAR POWER TOWERS 

In this part, to develop multi-state reliability model for 

solar power towers, the effect of composed components 

failure and change in solar radiation are considered. Proposed 

model can be used to perform adequacy assessment related to 

the power networks with high-capacity central receiver units. 

3.1.  The Impact of Composed Components Failure  

Main components of typical central receiver unit include 

heliostats, central receiver, thermodynamic cycle components 

including boiler, turbine, condenser and pump, generator, 

AC/AC converter, transformer and cable. To model each 

component of the solar power tower from reliability point of 

view, a Markov model with 2 states including up and down 

states is used. In this model, failure rate is transition rate from 

up to down state, and repair rate is transition rate from down 

to up state. In solar tower composed of n heliostats, failure of 

any heliostat results reduction in generated power by (n-1)/n 

factor. The failure of other components, i.e. central receiver, 

thermodynamic cycle components, generator, electrical 

converter, transformer and cable, leads plant operation stops. 

In this circumstance, produced power of plant would be zero. 

Thus, reliability model of solar tower is as Fig. 4.  

Heliostat 

Heliostat 

Central 

receiver 

Thermodynamic 

cycle components
Generator 

AC/AC 

converter
Transformer Cable 

 

Fig. 4: Reliability model of solar tower considering 

components failure. 

If a solar power tower composed of n heliostats, each 

with CMW nominal generation capacity, plant reliability 

model would be as Fig. 5. 

The equivalent failure rate (λ) and repair rate (µ) 

associated to systems with series elements can be determined 

as (6) [29]: 




 ==
)/(

,
ii

i

i





 

(6) 

In the reliability model of Fig. 5, λH and µH are heliostat 

failure and repair rates, λV and µV are equivalent failure and 

repair rate associated to a system composed of series 

connection of central receiver, thermodynamic cycle 

components, cable, generator, transformer and electrical 

converter.   

3.2. Impact of change in solar radiation 

In this part, the effect of variation in the solar radiation 

on plant reliability is investigated. Generated power of a solar 

tower is dependent on the solar radiation as (5). In Fig. 6, the 

hourly solar radiation in the Jask region in Iran during a year 

is presented. As can be seen in the figure, the solar radiation 

varies widely, and consequently generated power of solar 

plant changes. For integration solar tower in the analytical 

reliability analysis of power network, states number in the 

generated power of this plant must be reduced. 

In this research, based on the XB index the appropriate 

reduced states number of produced power in solar tower is 

determined. Besides, to determine probability of reduces 

states, fuzzy c-means clustering algorithm is utilized. This 

clustering technique can categorize the objective data x 

including n various states to c clusters through minimizing 

objective function J as (7) [30]: 

ik

c

i

n

k

m

ik zsuJ −=
= =1 1  

(7) 

where, sk is generated power of solar power tower in time k, 

zi is center of ith cluster, c is number of clusters or reduced 

states, n is number of input states, m is a real number (>1) 

associated to fuzzification (in the study it is 2), uik is fuzzy 

degree between sk and ith cluster. In the proposed clustering 

technique, number of reduced states as input date is required. 

To determine optimum number of reduced states, this paper 

proposes XB index. To calculate this index, equation (8) is 

used [31]. Based on the proposed method, XB index value at 

optimal condition is minimal. Thus, optimal state number is 

obtained.  
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Fig. 5: The reliability model of solar power tower composed 

of n heliostats. 

 

Fig. 6: The hourly solar radiation during a year. 

( , )

2
min ( )

J U zmXB

n z z
i j i j

=

 −


 

(8) 

3.3. Total Reliability Model of Solar Tower 

For determination total reliability model of solar towers, 

plant reliability model related to components failure must 

combine with reliability model related to variation in plant 

power. The complete plant reliability model that resulted in h 

states by clustering method implementation with P1, P2, …, 

Ph is presented in Fig. 7. In this model, the states with same 

capacity can be merged. 

4. ADEQUACY PERFORMANCE OF POWER SYSTEMS WITH 

SOLAR TOWERS  

Power network reliability defines as ability of power 

network for supplying required loads that is studied in two 

categories including security and adequacy. Adequacy 

requires sufficient devices for supplying required loads and 

security studies the ability of power network to response in 

occurrence of different disturbances such as power plant or 

transmission lines outage. Reliability studies of power 

network can be performed in three hierarchical levels. In the 

first level, only generation system is considered and 

transmission and distribution networks are neglected. Second 

level is composite power network that is composed of 

generation and transmission sections. In the third level, all 

power system elements in generation, transmission and 

distribution sections are taken into account. For evaluation 

adequacy of power networks incorporating high-capacity 

solar towers, all generation units, i.e. conventional and central 

receiver power plants and also system load are connected to 

common bus as can be seen in the Fig. 8. Capacity outage 

probability table (COPT) is a table containing state capacity 

and probability is developed for each generation units. The 

total COPT can be determined by combining the COPT of all 

generation units. With convolving generation system model, 

i.e. total COPT and load model, reliability indices such as loss 

of load expectation (LOLE),  expected  energy  not  supplied  

HV  +
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nP2 nPh
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Fig. 7: The complete reliability model of solar power tower 

composed of n heliostats. 

Conventional 

generation

Central receiver 
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Fig. 8: Adequacy assessment technique. 

(EENS), peak load carrying capability (PLCC) and 

increase in peak load carrying capability (IPLCC) are 

calculated.     

5. NUMERICAL RESULTS  

In this part, reliability model of central receiver plant is 

obtained. Solar radiation data associated to Jask region in Iran 

is utilized for simulation. Proposed multi-state reliability 

model is used for adequacy assessment performance of well-

known reliability test networks, i.e. RBTS and IEEE-RTS 

that are integrated into central receiver power plant.  

5.1. Reliability Modelling of the Understudied Solar 

Power Tower 

In this part, a 30MW solar power tower composed of 

3750 heliostats, each with 36-m2 area is installed in Jask. 

Characteristic of understudied plant is assumed so that the 

performance parameters of the plant would be as presented in 

Table 2. The heliostats are equipped to the two-axis sun 

tracker that leads the reflected sunlight is concentrated on the 

central receiver.  

Based on the (5), hourly solar radiation and the 

parameters presented in Table 2, the hourly generated power 

of the understudied solar power tower during a year is 

calculated and presented in Fig. 9. According to proposed 

approach, value of XB index considering number of clusters 

is calculated and illustrated in Fig. 10. It is seen from the 

figure that when cluster number is six, XB index is minimal, 

and so, six clusters as shown in Table 3 can be used to model  
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Table 2: The parameters of the understudied solar power 

tower. 
Reflectivity 0.94 

Atmosphere attenuation coefficient 0.95 

Cleanliness of the mirrors 0.85 

Cosine effect 0.93 

Shading and blocking coefficient 1 

Heat transfer fluid efficiency 0.85 

Boiler efficiency 0.89 

Turbine efficiency 0.45 

Generator efficiency 0.97 

Electrical converter efficiency 0.98 

Transformer efficiency 0.98 

 

Fig. 9: Hourly produced power of understudied solar tower. 

 

Fig. 10: Value of XB index versus cluster number. 

variation in output power of understudied solar power tower 

in term of reliability.  

To obtain the complete reliability model of central 

receiver power plant, the Markov model of the plant 

developed in section 3-1 should be combined with the model 

determined Table 3. In this power plant, the number of 

heliostats is high and if one or several heliostats are failed the 

reduction in the generated power is not significant. Thus, with 

good accuracy, it can be neglected from heliostats failure in 

solar tower reliability model. Based on this assumption, a 

two-state Markov model considered the failure of main 

components can be developed to model the understudied 

central receiver power plant. Then, the obtained model should 

be combined with the model determined in Table 3. Solar 

tower failure and repair rates are 1.39 and 90.5 occurrence in 

year, respectively, and so, plant availability is 0.98.  With 

combining two-state reliability model obtained due to failure 

of components and 6-state reliability model obtained due to 

variation in solar radiation, the total reliability model of 

understudied plant is determined and illustrated in Table 5. 

The resulted model is used to evaluate adequacy performance 

of RBTS and IEEE-RTS integrated to the solar power tower. 

The reliability parameters of the composed components 

of the understudied solar power tower including failure rate 

and repair time are presented in Table 4.  

5.2. RBTS  

Adequacy studies of RBTS is performed for evaluation 

effect of integration of solar towers on reliability indices of 

power networks. The RBTS has 11 power plants with 

240MW installed capacity. Characteristic of RBTS power 

plants is given in [32]. In this study, load duration curve is a 

straight line that extends from yearly peak load to 60% of 

yearly peak load. To evaluate effect of solar tower on system 

reliability indices, three cases are studied that includes: 

original RBTS as case I, RBTS with 30MW conventional unit 

with availability of 0.98 as case II and RBTS integrated to 

understudied solar tower as case III. The value of LOLE and 

EENS of these cases considering different loads are 

determined and illustrated in Figs. 11 and 12, respectively. 

These figures present that reliability of power network gets 

worse when system peak load increases. Thus, in power 

network planning, new generation units must be added to the 

system when the load is grown. Besides, the figures present 

that addition of new power plants results in reliability indices 

improvements. However, conventional generation units have 

improved the reliability indices more than the solar power 

tower.  

In this stage, the peak load carrying capability (PLCC) 

index associated with these cases is determined. To calculate 

PLCC, an increase in system peak load is performed. PLCC 

is the maximum peak load that satisfies the reliability 

criterion. If the peak load increases more than the PLCC, the 

risk criterion is not satisfied. The PLCC index of these cases 

for different reliability criteria is determined and illustrated in 

Table 6. In this research, three reliability criteria based on the 

Expected Energy Not Supplied (EENS) index are considered. 

The table shows that the capability of the power network to 

supply the required load improves with the addition of a new 

power plant. However, conventional units improve the 

capability of the power network in supplying the required 

load more than solar power towers. The increase in peak load 

carrying capability of RBTS with the new power plant is 

calculated and presented in Table 7. The table shows that the 

system peak load can be increased when either conventional 

units or solar power towers are integrated into the network. 

However, conventional units improve the peak load carrying 

capability of the system more than solar power towers.      

5.3. IEEE-RTS  

Characteristics of power plants installed in IEEE-RTS as 

high-capacity reliability test network are illustrated in [33]. 

For study solar tower effect on reliability indices of IEEE-

RTS, three cases are simulated as below: original IEEE-RTS 

as case I, IEEE-RTS whit 30MW conventional power plant 

with unavailability 0.02 as case II and IEEE-RTS integrated 

to the understudied central receiver power plant as case III. 

The LOLE and EENS indices for three cases are determined 

and illustrated in Figs. 13 and 14, respectively. Besides, 

PLCC and IPLCC associated to understudied cases for three  
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Table 3: Clustering results. 

Probability Capacity (in MW) 

0.5096 0 

0.0533 5.8 

0.0634 11.3 

0.0880 17.8 

0.1550 22.4 

0.1307 26.4 

 

Table 4: Reliability parameters of solar tower. 

Elements 

Failure rate 

(number per 

year) 

Repair time 

(hour) 

Heliostat 0.1 50 

Central receiver 0.1 100 

Thermodynamic cycle 

components 
1 100 

Generator 0.1 100 

transformer 0.05 50 

Electrical converter 0.04 50 

Cable 0.1 100 

 

Table 5: The complete reliability model of understudied 

solar power tower. 

Capacity (in MW) Probability 

0 0.5195 

5.8 0.0522 

11.3 0.0621 

17.8 0.0862 

22.4 0.1519 

26.4 0.1281 

 

 

Fig. 11: The LOLE index in different peak loads. 

 

reliability criteria including EENS of 20, 50 and 100 GWh/yr 

are calculated and presented in Table 8 and 9, respectively.    

 

Fig. 12: The EENS index in different peak loads. 

 

Table 6: The PLCC. 

Cases 100 MWh/yr 200 MWh/yr 300 MWh/yr 

Case I 183 191 196 

Case II 211 219 225 

Case III 188 197 202 

 

Table 7: The PLCC. 

Cases 100 MWh/yr 200 MWh/yr 300 MWh/yr 

Case II 28 28 29 

Case III 5 6 6 

 

 

Fig. 13: The LOLE index in different peak loads. 

Numerical results present central receiver power units 

improve reliability indices of IEEE-RTS. However, effect of 

central receiver power plant on the reliability enhancement is 

less than conventional power plants with same size. 
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Fig. 14: The EENS index in different peak loads. 

 
Table. 8: PLCC 

Cases 20 GWh in 

year 

50 GWh in 

year 

100 GWh in 

year 

Case I 2875 3031 3153 

Case II 2904 3060 3181 

Case III 2885 3040 3163 

 
Table. 9: IPLCC 

Cases 20 GWh in 

year 

50 GWh in 

year 

100 GWh in 

year 

Case II 29 29 28 

Case III 10 9 10 

6. CONCLUSION 

In this research, among different kinds of solar 

generation units, central receiver power plants that can be 

constructed with high generation capacity and connected to 

the bulk power system are considered to evaluate their effect 

on the adequacy of power systems. In this regard, a multi-

state reliability model is introduced for this power plant that 

takes into account both changes in plant power arising from 

changes in solar radiation and component failures. The main 

components affecting the performance of a solar tower are 

heliostats, central receiver, thermodynamic cycle, generator, 

power electronic converter, cable, and transformer. To model 

each component of the solar power tower from a reliability 

point of view, a Markov model with two states, including up 

and down states, is used. In a solar tower composed of n 

heliostats, failure of any heliostat results in a reduction of 

generated power by a factor of (n-1)/n. The failure of other 

components, i.e., central receiver, thermodynamic cycle 

components, generator, electrical converter, transformer, and 

cable, leads to plant operation stoppage. In this circumstance, 

the produced power of the plant would be zero. In the Markov 

model, it is assumed that only one failure may occur at a time. 

Because there are a large number of heliostats in the power 

plants, the reduction of plant produced power due to the 

failure of one or several heliostats is insignificant and is 

therefore neglected in the reliability model. A two-state 

model can present an equivalent reliability model of the plant 

that considers the failure of component parts. The variation in 

solar radiation leads to many power states existing in the 

reliability model of the plant, making analytical reliability 

assessment of the power network difficult. Thus, this research 

proposes a fuzzy c-means clustering method for reducing the 

number of power states. Additionally, the XB index is 

selected to determine the optimal number of power states in 

the model. The optimum number of states is determined when 

the XB index is minimal. The complete plant reliability model 

is obtained by combining the reliability model related to the 

failure of component elements and the reliability model 

related to the uncertainty nature of produced power arising 

from variation in solar radiation. The proposed multi-state 

reliability model related to a 30MW solar tower is obtained 

to evaluate the impact of central receiver generation units on 

the adequacy performance of RBTS and IEEE-RTS. 

Numerical results show that integration of central receiver 

plants into the power network leads to improved reliability 

indices. However, the produced power of central receiver 

plants is dependent on solar radiation. Since wide variation 

occurs in solar radiation, the output power of solar towers 

changes significantly, and the produced power of central 

receiver generation units is less than nominal capacity most 

of the time. Thus, central receiver power plants improve 

power network reliability indices less than conventional 

power plants with the same capacity. 
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