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Analyzing the Inference Process in Deep Convolutional Neural Networks using 

Principal Eigenfeatures, Saturation and Logistic Regression Probes 

 

Mats Leon Richter , Leila Malihi* , Anne-Kathrin Patricia Windler, and Ulf Krumnack  

Institute of Cognitive Science, University of Osnabrück, Osnabrück, Germany  

* Corresponding Author: lemalihi@uni-osnabrueck.de 

 

Abstract: The predictive performance of a neural network depends on the one hand on the difficulty of a problem, defined 

by the number of classes and complexity of the visual domain, and on the other hand on the capacity of the model, 

determined by the number of parameters and its structure. By applying layer saturation and logistic regression probes, 

we confirm that these factors influence the inference process in an antagonistic manner. This analysis allows the detection 

of over- and under-parameterization of convolutional neural networks. We show that the observed effects are 

independent of previously reported pathological patterns, like the “tail pattern”. In addition, we study the emergence of 

saturation patterns during training, showing that saturation patterns emerge early in the optimization process. This 

allows for quick detection of problems and potentially decreased cycle time during experiments. We also demonstrate 

that the emergence of tail patterns is independent of the capacity of the networks. Finally, we show that information 

processing within a tail of unproductive layers is different, depending on the topology of the neural network architecture. 

Keywords: Convolutional neural networks, logistic regression probes, saturation, eigenfeatures, tail pattern. 
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1. INTRODUCTION 

The problem of the opaqueness of neural networks is one of 

the key challenges in deep learning. This has led to a 

primarily trial-and-error driven mode of development, based 

on the comparison of abstract metrics that capture model-

agnostic concepts like predictive performance, demand in 

computational resources, and capacity [1-7]. To move 

towards a more efficient, principle-based design process, a 

more profound understanding of the model’s state is required. 

This understanding does not have to be necessarily complete 

in regard to fully understanding the relation of the input and 

output of the model. Comparative analysis methods based on 

singular vector canonical correlation analysis (SVCCA) [8] 

are good examples of such non-holistic approaches. The 

information extracted from the model using SVCCA is highly 

aggregated, condensing each layer pair to a single value, but 

allows for useful insights into the converged model and the 

training process, by comparing different layers within that 

model, as well as the states of one layer at different training 

epochs. Another example close to our approach is the intrinsic 

dimensionality used for PCA-based pruning by [9, 10]. This 

method studies the inference process with spectral methods to 

determine unproductive layers and unnecessary filters. This 

method, originally only operable for simple sequential 

architectures, was later expanded on in [11] to ResNet-style 

architectures. Logistic regression probes [12] and saturation 

[13] aggregate a single layer to a number, which allows for 

easy and intuitive analysis, similar to measuring with a 

thermometer. While logistic regression probes measure the 

intermediate solution quality very directly by training logistic 

regressions on the output of a layer, saturation is more task 

agnostic. Richter et al. [13, 14] have shown that for visual 

classification tasks, the dimensionality of the subspace of 

features responsible for data processing varies significantly 

depending on the input resolution, leading to model and 

training inefficiencies. While saturation is easy to define, the 

exact properties of this metric are yet to be discovered. In this 

paper, we will consider the following questions to gain a 

better understanding of hidden layer saturation: 

 How do model capacity and problem difficulty 

influence the saturation value? 

             Check for 

              updates 

https://jaree.scu.ac.ir/
mailto:lemalihi@uni-osnabrueck.de
https://dx.doi.org/10.22055/jaree.2022.40073.1049
https://orcid.org/0000-0002-0991-3047
https://orcid.org/0009-0001-3480-3499
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 Is the organization of the inference process 

influenced by the capacity of individual layers or the 

capacity of the entire network? 

 How do saturation patterns evolve in the training 

phase?  

We address these questions in a series of experiments. This 

paper is an extended version of the conference contribution 

[15], introducing new results and adding some details. It is 

structured as follows: After introducing the concepts relevant 

for our work (Section 2), we demonstrate the idea of principal 

eigenfeatures using an autoencoder (Section 3). We then 

present further experiments conducted to address the 

questions raised above (Sections 4, 5, and 6). The paper 

concludes with a summary of the results (Section 7). 

2. CONCEPTS AND RELATED WORK 

2.1. Logistic Regression Probes 

Logistic regression probes, in this work abbreviated as 

probes, are a tool proposed by Alain and Bengio [12] used as 

a "thermometer-style"-scalar metric for analyzing the 

intermediate solution quality during the forward pass. They 

are obtained by training a simple logistic regression model on 

the same task as the original neural network, however, using 

the layer’s output values as input data for training. Hence, the 

probe performance can be considered as a measure of the 

linear separability of the target classes in the layer’s output 

representations. As the neural network’s softmax layer and 

the logistic regression probe both minimize cross-entropy, 

both solve effectively the same task. Therefore, we can use 

the test accuracy of the logistic regression relative to the 

model’s predictive performance to judge the intermediate 

solution quality. The logistic regression probe performance 

should increase monotonically from early to later layers of the 

network, approaching the predictive performance of the 

model towards the final layers. Such a development implies 

that all layers contribute qualitatively to the inference 

process. Logistic regression probe performance is visualized 

as a curve with individual measuring points (network layers) 

arranged in the same order as the data flows through the 

network during a forward pass. An example of this can be 

seen in Fig. 1, which displays the probe performances 

measured on the convolutional layers of VGG19 trained at a 

low resolution on the ImageNette dataset. From the example 

we can observe how the intermediate solution quality 

measured by the probes improve from layer to layer until 

reaching the same level of accuracy as the model. 

2.2. Saturation 

The saturation sl of a layer l is a simple scalar metric that 

was first introduced by Shenk et al. [16] and Richter et al. 

[13]. It can be computed for any layer in a neural network 

based on the layer’s output values. It measures how many of 

the available dimensions in the output space Zl of the layer l 

are relevant for the inference process: 

𝑠𝑙 =  
dim 𝐸𝑙

𝐾

dim 𝑍𝑙
 )1( 

Saturation is computed by approximating the ratio of the 

dimensionality of the relevant eigenspace dim El
k of layer l 

and the extrinsic dimensionality of that layer’s activation 

 

 

Fig. 1: An example of a tail pattern on a trained 

ResNet18 model. The tail is starting on the layer with the 

black border. Tail patterns can be identified by low 

saturation and stagnation of the logistic regression probe 

performance. Layers of the tail are no longer improving 

on the intermediate solution quality. For this reason, these 

layers can be considered a parameter-inefficiency. The 

model is trained on ImageNette at 32×32 pixel input 

resolution. 

 

values dim Zl. The relevant eigenspace El
k is a subspace of Zl 

in which the information is processed. This space is referred 

to as "relevant" because a projection of the data into the 

relevant eigenspace will not lead to a loss of predictive 

performance [13]. The relevant eigenspace can be considered 

the subspace in which the information processing is 

happening. The approximation of El
k is done using principal 

component analysis (PCA) [17], where the largest 

eigendirections are kept in order to explain 99% of the data’s 

variance in the output of layer l. This technique allows 

computing saturation on-line during training. In contrast, 

evaluating logistic regression probes may take significant 

extra time, as it requires the additional training of the probes 

from a complete set of activation values, which can easily 

take more time than training the network. In this work, we use 

our implementation prepared in the context of the Delve-

Framework [18]. 

2.3. The Semantics of Saturation 

A sequence of low saturated layers (< 50% of the average 

saturation of all other layers) is referred to as a “tail pattern” 

and indicates that these layers are not contributing 

qualitatively to the prediction. The example in Fig. 1 displays 

the saturation values of VGG19 trained on ImageNette 

alongside the logistic regression probe performances 

extracted from the same layers. We observe that layers 

improving the logistic regression probe performances are 

significantly higher saturated than layers that do not improve 

the probe accuracy relative to the previous layer. 

This suggests that solving a problem saturates the layer 

more than simply passing through information. However, this 

does not mean that the absolute saturation value is indicative 

of the activity within a layer. So far, saturation has been only 

explored as a quicker on-line computable alternative for 

logistic regression probes. As such, saturation has always 

been viewed relative to other layers within a neural network. 
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In this work, we will explore how the absolute saturation 

value changes in different scenarios. We further explore how 

saturation evolves during training, and we will explain the 

low intrinsic dimensionality observed in the tail pattern and 

we will explain the low intrinsic dimensionality observed in 

the tail pattern. 

3. EXPERIMENT I: PRINCIPAL EIGENFEATURES 

The results and experimental work of this paper heavily 

rely on the analysis of the eigenspace of neural network 

layers. Since neural networks are feature extractors, we refer 

to a principal eigendirection inside the feature space of a 

neural network layer as principal eigenfeature. We first 

demonstrate the effectiveness of principal eigenfeatures and 

their relation to the orthogonal feature space using an 

autoencoder.  

3.1. Methods 

We choose a convolutional autoencoder since the output 

is easy to visualize and differences in predictive performance 

are intuitive to understand with the human eye. The exact 

architecture of the autoencoder is depicted in Table 1. We 

train the autoencoder for 30 epochs using the Adam optimizer 

[19] and a batch size of 128 images on the Food101 dataset 

[20]; the hyperparameters can be seen in Table 2. We also use 

random cropping, horizontal flipping, and random rotations 

for data augmentation purposes, to increase the difficulty of 

the reconstruction. 

3.2. Results 

In Fig. 2 we visualize a randomly chosen example from 

the test set. During training time, we evaluate the autoencoder 

as normal. However, during inference time, we only keep the 

k largest eigenfeatures that are needed to explain a percentage  

𝛿 of the data’s variance in that layer by using a linear 

retraction generated from the reduced k-dimensional 

eigenspace El
k using the following formula: PEl

k=(El
k)TEl

k. By 

choosing various values for 𝛿, we can observe the ablation 

caused by the removal of eigenfeatures. As we can see in Fig. 

2, the images are recognizable until 99% explained variance. 

However, it is worth noting that even at 99.99% variance, 

4374 of 8192 eigenfeatures were used in the bottleneck of the 

autoencoder. This is apparent by the dimensionality of the 

reduced eigenfeature space EK
enc of the encoding layer. At 

99% variance, the principal eigenfeatures of the bottleneck 

layer are only 597-dimensional, demonstrating that over- 

parameterization results in underutilization of the feature 

space, even in the bottleneck of an autoencoder. 

4. EXPERIMNENT II: CAPACITY AND PROBLEM 

DIFFICULTY BEHAVE PROPORTIONALITY 

In this section, we analyse the relationship between 

problem difficulty and model capacity in two experiments, 

exploring how this relationship is reflected in the saturation 

values. In our experiments, we train the entire VGG-network 

family (VGG11, 13, 16 and, 19) on Cifar10 [21] and reduce 

their capacity evenly over the entire architecture to observe 

how these reductions affect the saturation values. Our first 

hypothesis states that the average saturation sµ increases 

proportionally with a reduction in capacity while the model 

performance decreases. We then move on to investigate how 

 

Table 1: Convolutional Autoencoder. 

Encoder Decoder 

512 × 512 × 3 Input (3 × 3) conv, 8 ReLU 

(3 × 3) conv, 16 filters, 

ReLU 

upsampling, nearest, scale-

factor 2 

(2 × 2) max pooling, 

strides 2 

(3 × 3) conv, 8 filters, ReLU 

(3 × 3) conv, 8 filters, 

ReLU 

upsampling, nearest, scale-

factor 2 

(2 × 2) max pooling, 

strides 2 

(3 × 3) conv, 16 filters, 

ReLU 

(3 × 3) conv, 8 filters, 

ReLU 

upsampling, nearest, scale-

factor 2 

(2 × 2) max pooling, 

strides 2 

(3 × 3) conv, 3 filters, ReLU 

 

Table 2: Hyperparameters for the convolutional 

autoencoder. 

 
 

the problem difficulty changes the saturation emerging in a 

neural architecture. Since the relevant eigenspace is generally 

larger when the layer is contributing to the quality of the 

solution [13], we further hypothesize that more processing in 

a layer requires a larger relevant eigenspace. If this 

assumption holds true, the overall saturation level should 

increase with an increase in the difficulty of the task. If both 

working hypotheses are true, we can conclude that the 

difficulty of the problem and the capacity of the layers 

influence saturation in an antagonistic way. 

4.1. Methodology 

We test our working hypotheses by conducting two 

experiments. We first train the VGG-family of networks on 

Cifar10. We further train 4 additional variants of each model, 

which have the respective number of filters (and thus 

capacity) reduced by a factor of 12, 14, 18 and 116. We 

choose Cifar10 for its manageable size, which allows for a 

larger number of model training runs to be conducted with 

our available resources, which is necessary for this 

experiment. We choose the VGG-family of networks for its 

architectural simplicity and because we can test different 

depths of convolutional neural networks by experimenting on 

the entire family of networks. The training itself is conducted 

using a stochastic gradient descent (SGD) optimizer with a 

learning rate of 0.1, which is decaying after 10 epochs with a 

decay factor of 0.1. The models are trained on a batch size of 

64 for 30 epochs in total. 

The second experiment is conducted on ResNet18. 

However, we are using a standardized input resolution of 

Parameter Parameter 

Input Resolution 224 × 224 

Epoch   50 

Batch size 128 

Optimizer Adam 

Adam: beta1   0.9 

Adam: beta2 0.999 

Adam: epsilon   1e-8 

Adam: learning rate 0.0001 
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224×224 pixels, to avoid artifacts caused by the input 

resolution. We train the model on multiple datasets of 

different difficulties (in ascending order of complexity): 

MNIST, Cifar10, TinyImageNet, and the ImageNet dataset 

[21-24]. While it is hard to precisely define the complexity of 

the task, we think that the selected datasets can be regarded 

as increasingly difficult based on the number of classes and 

the complexity of the visual information provided as data 

points to the model. The resolution of MNIST binary images 

is 28×28 pixel. That is suitable for the 10-class classification 

problem. Cifar10 comprises RGB images with a 32×32 

resolution. That is suitable for the 10-class classification 

problem as well. TinyImageNet consists of RGB images of 

size 64×64 with 200 classes, and ImageNet is made up of 

RGB images of various sizes belonging to 1,000 classes. 

4.2. Results 

When the capacity of the model is reduced, the average 

saturation sµ increases, and the predictive performance 

decreases. The exponential reduction in capacity is reflected 

in a logarithmic relation between the increasing sµ and 

predictive accuracy measured on the test set (see Fig. 3). 

From these observations, we can conclude that reducing the 

capacity of the architecture results in an increase in 

saturation. We further observe in Fig. 3 that saturation also 

increases with problem complexity. The saturation levels of 

all layers increase when the model is trained on a more 

difficult problem. The overall shape of the saturation curve 

only deviates slightly, with no tail pattern or similar 

anomalous shapes emerging. Since we know from the works 

of [13] that a resolution of 224×224 pixels results in an even  

 

     

(a) (b) (c) (d) (e) 

 

  

 

 (f) (g)  

Fig. 2: Reconstructions of a single sample image, with the network being restricted to a percentage of its eigenfeatures: (a) 

Original: dimEncoding = 8192,(b) δ = 99.99%: dimEK
enc=4374, (c) δ = 99.9%: dimEK

enc=1626, (d) δ = 99.5%: dimEK
enc=1332, 

(e) δ = 99.0%: dimEK
enc=59, (f) δ = 95.0%: dimEK

enc=17, and (g) δ = 90.0%: dimEK
enc=1. Note how the visualized 

reconstructions degenerate with decreased explained variance,  

  

(a) (b) 

Fig. 3: Relationship of network saturation to model capacity and data complexity, (a) Accuracy and saturation with 

varying model capacity, and (b) ResNet18 saturation curves for different datasets. Reducing the number of filters and thus 

reducing the model capacity leads to an increase in the average saturation and a decrease in performance. Training a model on 

more difficult datasets also increases the overall saturation level. This indicates that saturation can measure the load on a 

ResNet18 model. 
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distribution of the inference process for the trained model, we 

can conclude that less processing is required for less complex 

problems. Combined with the insights gained from training 

the VGG-variants on Cifar10, we can conclude that for the 

pairs of dataset and model in our experiments, a saturation 

“sweet spot” exists between sµ = 0.2 and sµ=0.4, which yields 

good predictive performance without being too excessively 

over-parameterized. This sweet spot allows us to empirically 

formulate the algorithm for optimizing the network width 

proposed in our previous work [13]. This algorithm is 

depicted in Fig. 4. Since the experiment suggests a roughly 

linear relationship between the saturation values and the 

width scaling, the scaling parameter can be approximated 

from the average saturation. 

5. EXPERIMENT III: ON THE EMERGENCE OF 

SATURATION PATTERNS 

The tail pattern that we discussed earlier in this work 

allows for the identification of inefficiencies caused by 

mismatches between the neural architecture and the input 

resolution. However, since saturation can be computed life 

during training with little overhead [13], we think that it might 

be interesting to see how these patterns emerge during the 

training process. 

5.1. Methodology 

We first examine how the saturation levels evolve in a 

layer under different conditions. We train a set of multilayer 

perceptrons (MLP) with 3 fully connected layers. The first 

layer has 256 units, and the size of the second layer varies for 

each network, being in the range of 8, 16, 32, 64, 128, 256, 

512, and 1024 units. We train these networks using the Adam 

optimizer and a batch size of 128 on Cifar10 using the native 

resolution of the dataset. The training is conducted twice. 

Once using 8 epochs, which is enough for all models to 

converge, whereas the second experiment is run for 30 

epochs, which results in the loss increasing again due to 

overfitting. The hidden layer saturation is calculated after 

each epoch for observing the evolution of the architecture. 

We also calculate the cross-entropy loss of the model to 

observe a possible relationship between loss and saturation 

convergence. Based on these observations, we repeat the 

experiment on VGG11 and VGG19 as well as on sparse (low 

capacity) versions of these models with 1/8 of the original 

number of filters. We do this to understand if saturation 

patterns depend on the depth, architecture, and capacity of the 

network. 

5.2. Results 

In Fig. 5, we observe that an increase in the number of 

units in the fully connected layer will result in a decreased 

saturation. However, the saturation does not change 

substantially during training, indicating that the inference 

process is not changed or shifted substantially inside the 

layer. 

In Fig. 6, we can see that the increase in validation loss 

does not affect saturation. The fact that overfitting is not 

reflected in saturation values indicates that the changes to the 

way the data is processed when the model starts to overfit are 

subtle and thus are not reflected in changes to the relevant  

 

 

Fig. 4: This flow-chart depicts the basic procedure of 

optimizing the width of a neural architecture based on the 

average saturation of the model. The width of the network is 

increased to decrease saturation and vice versa until the 

model has an average saturation in the “sweet-spot”-range of 

20-40%. 

 

eigenspace and therefore saturation. This also means that 

saturation patterns in fully connected networks are 

independent of the training progress, which could allow for 

early detection of over- and under-parameterization during 

training. However, it also means that overfitting and 

convergence of the model need to be taken into consideration 

when analyzing saturation on fully connected neural 

networks, as these are not reflected by the saturation patterns. 

In Fig. 7, we can see that saturation behaves substantially 

differently in convolutional neural networks, which exhibit a 

converging behavior towards a final pattern. This converging 

behavior is independent of the position of the layer in the 

network, the number of layers, and the capacity of the 

network, as Fig. 7 illustrates. Another interesting observation 

is that the tail pattern seems to be observable rather early 

during training, which indicates that an online analysis during 

training allows the data scientist to detect inefficiencies early, 

before the training has concluded. 

6. EXPERIMENTS IV: PREDICTABILITY OF TAIL 

PATTERNS REGARDING COMPLEXITY 

In the following, we examine how overall saturation 

affects the predictability of tail patterns. Richter et al. [14] 

show that the tail patterns in sequential convolutional neural 

networks can be predicted by computing the receptive field 

of all convolutional layers. The receptive field can be 

considered the field of view of a convolutional layer. 

Everything contained in the area spanned by the receptive 

field can hypothetically influence the value on a single 

position on the output feature map. In Section 5, we showed 

that changing the number of filters in a convolutional layer 

results in the changing of the global saturation level.  
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(a) (b) 

Fig. 5: (a) Saturation of layer 2 during training, and (b) Validation loss during training. Saturation of a 3-layer MLP does not 

change substantially during training while the loss is converging. 

  

(a) (b) 

Fig. 6: (a) Saturation of layer 2 while overfitting, and (b) Saturation of layer 2 while overfitting. Saturation patterns of a 3-

layer MLP are unaffected by overfitting, which indicates that overfitting is a process not affecting the overall dimensionality of 

the data inside the feature space. 

 

  

(a) (b) 

  

(c) (d) 

 
Fig. 7: Saturations of convolutional neural networks, (a) VGG 11, (b) VGG 19 (Sparse), (c) VGG 13, and (d) VGG 

19. There is a converging behaviour regarding saturation in contrast to previous observations in Fig. 5.
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However, if the receptive field expansion is determining the 

number of unproductive layers, we will observe a tail pattern 

of unproductive layers starting at the ‘border layer’ [14].  

6.1. Methodology 

We test the hypothesis by repeating the experiments 

conducted by [14] regarding the prediction of unproductive 

layers. The authors of [14] were able to predict unproductive 

layers by computing the border layer for VGG11, 13, 16, and 

19 on Cifar10. We reduce the capacity of these models by 

reducing the filter size to 1/8 of the original size to see 

whether a drastic loss in capacity changes how the inference 

is distributed. The models are trained for 30 epochs using the 

SGD-optimizer with a learning rate of 0.1, decaying by a 

factor of 0.1 every 10 epochs. The batch size is 64, each batch 

is channel-wise normalized, each image is randomly cropped 

during inference time as well as randomly horizontally 

flipped with a probability of 50%. The receptive field and the 

border layer are computed using the formulas provided by 

[14]. 

6.2. Results 

Even though the capacity of the networks has been 

significantly reduced in every layer, the networks do not 

spread the inference process among significantly more layers 

(see Fig. 8). Based on these results, we conclude that the 

inference dynamics of the tested networks did not change 

substantially by reducing their capacity. This means that the 

capacity of layers primarily interacts with the difficulty of the 

problem, while the presence and absence of tail patterns 

interact with the receptive field, as exemplified by [14]. 

6.3. Different Types of Tail Patterns - A Brief 

Explanation 

We find that saturation is subject to noise induced by 

certain features of the neural architecture. The increase or 

decrease in a number of filters from layer to layer, the use of 

11 convolutions and downsampling layers are common 

culprits for zig-zag-like behavior or sudden dips and spikes in 

saturation. An example for the latter is DenseNet18 in Fig. 

9b. It has to be stressed that these factors are not random nor 

create non-reproducible perturbations. Instead, they usually 

result in anomalous patterns that are very stable over multiple 

runs (which is exemplified by [13]). Logistic regression 

probes are considerably more robust against the 

aforementioned properties. However, they are influenced by 

the path that the information takes during the forward pass, 

revealing different types of tail patterns that can be 

differentiated based on the processing in the tail-layers. The 

three examples found commonly are exemplified in Fig. 9. 

These examples also give insights into how neural networks 

process information differently, which is the main reason why 

we dedicate an additional section to these findings in this 

paper. All the networks are trained on Cifar10 using a 3232 

pixel input resolution. In Fig. 9a we find a pass-through tail, 

where the layers process the information but do not advance 

the quality of the intermediate solution. The second type of 

tail, depicted in Fig. 9b, is caused by the multiple pathways 

inside the DenseBlock of DenseNet. Information can pass 

from any previous layer to the current layer within the 

DenseBlock, effectively allowing the information to skip 

layers. When layers are skipped, the intermediate solution 

quality degrades and instantaneously recovers after the 

skipped section is over. The latter is apparent in the depicted 

example by the high model performance relative to the probe 

performance of the last DenseBlock layers. This phenomenon 

 

  
(a) (b) 

  
(c) (d) 

Fig. 8: Performance of the logistic regression probes past the border layer are miniscule, (a) VGG11 with ⅛ filters per 

layer, (b) VGG11 with ⅛ filters per layer, (c) VGG16 with ⅛ filters per layer, and (d) VGG19 with ⅛ filters per layer. The 

performance is improved even though the capacity of each layer is reduced to ⅛ of the original capacity. This indicates 

that the networks are unable to shift processing to otherwise unused layers even if the capacity is limited. This is 

consistent with observations made by Richter et al. [14]. 
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(a) 

 

(b) 

 

(c) 

Fig. 9: (a) VGG16 tail layers maintain the quality of the intermediate solution, (b) The tail of DenseNet18 shows decay in 

probe performance, indicating that the last DenseBlock is skipped entirely [12], and (c) ResNet34 skips most residual blocks in 

the tail, which is apparent by the zig-zag pattern in probe performances caused by the starts and ends of skip-connections [12]. 

Depending on the neural architecture, tail patterns may deviate in their appearance in probe performance. In sequential 

architectures (a) the layers maintain the quality of the intermediate solution. If shortcut connections exist in the architecture, 

layers may be skipped. Skipped layers are apparent by their decaying probe performance [12]. This is apparent in DenseNet18 

(b). 

 

was initially observed in a simple MLP example by Alain and 

Bengio [12]. If necessary, the signal may jump more than a 

single building block in the architecture. An example of this 

can be seen in Fig. 9c on a ResNet34 architecture. This 

jumping is indicated by the zig-zag-pattern in the probe 

performance, where the higher performing layer resembles 

the first and the lower performing layer the second layer of a 

residual block. This shows that architecture decisions, which 

are influencing the potential pathways that the information 

can take from input to output, can have a significant influence 

on the way the model processes (or chooses not to process) 

information. In any case, the semantic of the tail-pattern 

remains unchanged, since a skipped layer and an 

unproductive layer can both be considered a parameter and 

computational inefficiency. 

7. CONCLUSION 

In this work, we explored the properties of the saturation 

metric in more detail and integrated this knowledge with 

insights from [13] and [14]. We have shown that model 

capacity and problem difficulty have opposite effects on the 

saturation value, as could be expected. A more surprising 

observation concerns the influence of individual layer 

capacity on the inference process: the tested models seem to 

be unable to shift processing to other layers, when some 

layers have substantially higher or lower capacity. An 

analysis of the evolution of saturation patterns during training 

revealed that they converge at a similar pace as the loss of the 

model, with saturation increasing during training. The way 

saturation evolves also gives hints on the properties of the 

dataset, but it is not influenced by the model over-fitting. 

These insights allow us to expand upon the optimization 

strategies for neural architectures, proposed in our previous 

work. We demonstrate quantitatively that the average 

saturation of a model is indicative of over- and under-

parameterization. This allows us to adjust the width of the 

model effectively. We further show that this property is 

independent of the tail pattern. The tail pattern is a symptom 

of a different design flaw, related to the depth of the neural 

network. Hence, we show that multiple axes of neural 

network design (depth and width) can be optimized in an 

informed manner using saturation. Our optimization 

strategies still require one or multiple training runs of the 

model, which could be seen as a disadvantage compared to 

pruning techniques like PCA-pruning [9-11]. On the other 

hand, our approach is architecture-independent, which we 

demonstrate on multiple experiments, while also being able 

to detect and resolve under-parameterization. The latter 

cannot be addressed by pruning algorithms. Furthermore, we 

demonstrate that saturation converges early during training, 

greatly reducing the cycle time of experiments, since 

pathological inefficiencies can be diagnosed before training 

has finished. However, the current approach is still too noisy 

to allow narrowing design decisions on a layer-by-layer basis. 

While we demonstrate that tail-patterns are similar for 

different types of architectures, some architectural properties 

like down sampling and skip-connections induce artefacts 
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into the saturation values, making a layer-by-layer analysis 

harder to read. Therefore, we seek to combine this approach 

with the analysis of the receptive field, which was shown to 

greatly impact the presence of tail patterns [14], to make the 

diagnosis of inefficiencies more precise and robust. 
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Abstract: The stochastic computing (SC) method is a low-cost alternative to conventional binary computing that 

processes digital data in the form of pseudo-random bit-streams in which bit-flip errors have a trivial effect on the signal 

final value because of the highly redundant encoding format of this method. As a result, this computational method is 

used for fault-tolerant digital applications. In this paper, stochastic computing has been chosen to implement 2-

dimensional discrete wavelet transform (2-D DWT) as a case study. The performance of the circuit is analyzed through 

two different faulty experiments. The results show that stochastic 2-D DWT outperforms binary implementation. 

Although SC provides inherent fault tolerance, we have proposed four structures based on dual modular redundancy to 

improve SC reliability. Improving the reliability of the stochastic circuits with the least area overhead is considered the 

main objective in these structures. The proposed methods are applied to improve the reliability of stochastic wavelet 

transform circuits. Experimental results show that all proposed structures improve the reliability of stochastic circuits, 

especially in extremely noisy conditions where fault tolerance of SC is reduced. 

Keywords: Stochastic computing, fault-tolerant computation, image processing, discrete wavelet transform. 
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1. INTRODUCTION 

When the size of electronic components shrinks to 

nanoscale dimensions, the number of expected errors in a 

circuit increase, and since most error tolerance methods in 

binary systems increase cost, power consumption, and area, 

modern computing methods that directly address reliability 

issues should be considered an alternative to conventional 

computing. Recently, stochastic computing (SC) has gained 

attention due to its fault-tolerant capacity and less area 

requirement as these features are very much attractive for 

nano-scale CMOS technologies [1]. Therefore, the SC 

method is used in this paper as a fault-tolerant method. 

In SC, a number x is encoded by a random bit stream of 

0s and 1s with equal weight for every bit. Irrespective of the 

length, the ratio of the number of 1s to the length of the bit-

stream, i.e., P (𝑋 = 1), determines the data value. Error 

tolerance in stochastic circuits is based on the fact that the 

occurrence of a single bit error in a bit-stream of length N 

changes the value of stochastic number (SN) by 1/N because 

all bits in a stream have the same weight. The larger the bit-

stream length is, the more insignificant and smaller the 

change will be. For example, consider bit stream 00101010 

containing three 1s denotes x=p(X=1) =3/8, a single bit-flip 

changes its value from 3/8 to 4/8 or 2/8, which are the 

representable numbers closest to the correct result. But, if we 

consider the same number 3/8 in conventional binary format 

0.011, a single bit-flip causes a huge error if it affects the most 

significant bit. A change from 0.011 to 0.111, for example, 

changes the result from 3/8 to 7/8. 

Additionally, multiple bidirectional errors (i.e., one-to-

zero and zero-to-one conversion errors) may even cancel each 

other out, while the occurrence of errors in binary numbers 

changes the signal value according to the faulty bit weight [2]. 

In addition, arithmetic units of SC are very simple, so 

they have very low power requirements. For instance, the 

multiplication of two N-bit SNs A and B to form the arithmetic 

product A  B can be performed using a single AND gate in 

             Check for 
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N clock cycles, so SC permits complex computations to be 

realized using low-cost units in terms of hardware 

complexity. Fig. 1 shows an example of multiplying two 

input values, 1/4 and 3/4. 

SC provides an accuracy-energy trade-off. Both the 

accuracy and the energy consumption of the circuit increase 

with the length N of the stochastic numbers [3], which 

introduces one of the major drawbacks of SC, i.e., long 

computing time. While a long stochastic stream may 

introduce long computational latency, parallel computations 

can be massively performed [4]. Another new solution to reduce 

the response time is the SC implementation scheme based on a 

memristive system [5]. 

Due to its unique features, the SC method is used to 

implement randomized algorithms and applications that 

require large amounts of data. Since small fluctuations are 

tolerable in such applications but many errors are ruinous, 

they are suitable to be implemented by stochastic logic [6]. 

Since image processing operations face severe design 

limitations in terms of power and area and they do not require 

high precision [7], several circuit designs have been proposed 

for different image processing applications in [6,8], including 

edge detection and gamma correction, which shows that 

stochastic designs can be significantly smaller, more power-

efficient, and noise-tolerant. 

One of the most important applications of SC is the 

implementation of LDPC decoders that mainly require a large 

number of parallel, fast, and relatively simple operations. In 

[9], SC has been used to implement an LDPC decoder in that 

low power requirements, error tolerance, and probabilistic 

aspects of SC have been exploited to achieve high power 

efficiency and throughput. 

Another area in which SC has been applied with 

significant progress is artificial neural networks. Due to the 

resemblance of spike sequences in a biological neural 

network to stochastic numbers, implementing artificial neural 

networks continues to be a major application of SC [10]. In 

[11], authors have shown that stochastic neural networks (SC 

NN) achieve better area overhead and power consumption 

than state-of-the-art works by slightly sacrificing accuracy. 

With recent improvements in SC, the result of SC NNs have 

become comparable with conventional NNs. 

 

 

Fig. 1: An example of multiplication using stochastic logic. 

 

 

               (a)                                                          (b)                  

Fig. 2: (a) The binary-to-stochastic and b) stochastic-to-

binary converters. 

Since hardware implementation of low-cost and fault-

tolerant architecture has recently received tremendous 

attention in modern IC applications, we utilized SC as a fault-

tolerant method to implement 2-dimensional discrete wavelet 

transform (2-D DWT) and improved its reliability by four 

proposed methods based on error correction and dual modular 

redundancy.  

The remainder of this paper is organized as follows: A 

brief overview of SC is given in Section 2. The architecture 

to implement stochastic 2-d wavelet transform is presented in 

Section 3. Section 4 provides proposed methods to enhance 

the reliability of stochastic circuits. The proposed methods 

are implemented and their performance is compared in 

Section 5, and finally, some conclusions are given in Section 

6. 

2. STOCHASTIC COMPUTING 

In the SC method, operations occur on bit-streams that 

are interpreted as probabilities. The value of each bit-stream 

in the unipolar coding format is expressed as the probability 

of seeing a 1 along the bit-stream. For example, an N-bit 

stochastic number (SN) X containing N1 1s and N0 0s has the 

value x=p(X=1) = N1/N ϵ [0,1]. Since the probability of seeing 

a 1 is a value between 0 and 1, this encoding format is used 

to display unsigned numbers. In addition to the unipolar 

format, several alternative SN formats have been proposed in 

[7] one of which is the bipolar encoding format that deals with 

the positive and negative numbers in the range [-1,1]. In the 

scenario of bipolar coding format, the relationship between x 

and P(𝑋 = 1) becomes P(𝑋 = 1)= (𝑥+ 1)/2, which enables the 

stochastic representation for negative numbers and the 

stochastic value is defined as P(X=1)= (N1-N0)/N. Notice that 

for either unipolar or bipolar coding format, the represented 

number ranges in [0, 1] or [-1,1]. To represent a number 

beyond this range, a pre-scaling operation or integer bit-

stream-based representation [12] can be used to overcome 

this limitation. Stochastic circuits consist of three main parts: 

the stochastic number generator (SNG) of the kind shown in 

Fig. 2a, which produces a stochastic number. It consists of a 

pseudo-random number source such as a linear feedback shift 

register (LFSR) and a magnitude comparator and converts an 

unsigned k-bit binary number B to an N-bit stochastic bit-

stream X. The comparator produces a 1 if the random number 

is less than B and otherwise a 0. The central unit contains the 

conventional logic gates and processes the bit-streams, and 

the last unit converts the output bit-stream to binary values. 

Fig. 2b shows the structure of the stochastic-to-binary (S2B) 

converter [7]. 

Figure 3 illustrates some basic computing units of SC, 

including multiplication, normalized subtraction, and 

addition. For instance, multiplication can be performed with 

an XNOR gate in bipolar coding format since 𝑐= 2𝑃(𝐶 = 1)– 

1 = 2(𝑃(𝐴 = 1) 𝑃(𝐵= 1) + 𝑃(𝐴 = 0)𝑃(𝐵 = 0))– 1 = (2𝑃(𝐴 =1)– 

1)(2𝑃(𝐵 = 1)– 1) = 𝑎b. Another example is addition, which 

can be simply implemented with a multiplexer in the SC 

method for 𝑐 = (𝐶 = 1) = 1/2((𝐴= 1) + 1/2(𝐵 =1) = 1/2(𝑎 + b). 

Additionally, the addition in the bipolar form uses this 

multiplexer as well since 𝑐 = 2𝑃(𝐶 = 1)– 1 = 2(1/2(𝑃(𝐴= 1) + 

1/2𝑃(𝐵 = 1))– 1 = 1/2(2𝑃(𝐴 = 1)– 1) + (2𝑃(𝐵 = 1)– 1)) = 1/2(𝑎 

+ b), and finally subtraction is easily implemented by 
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combining a multiplexer and a not gate. Normalization in 

addition and subtraction aims to make sure that the result is 

in the range [0,1] or [-1,1] so that it can be treated as a 

probability [6].  

Besides the basic operations of addition and 

multiplication, the stochastic mean circuit and absolute value 

subtraction are presented in [13]. SC has also been applied to 

division [14] and some trigonometric and polynomial 

arithmetic functions [15, 16]. 

3. PROPOSED STOCHASTIC CIRCUIT DESIGN 

3.1. Wavelet Transform Overview 

Due to the wide application of wavelet transform and its 

computational complexity, the study of VLSI implementation 

of discrete wavelet transform (DWT) has become significant 

and unavoidable. A small and straightforward architecture 

will be advantageous, especially in image processing 

applications. Furthermore, since error and noise rates are high 

in most image processing applications, error resistance is also 

essential for these structures. For example, a fault-tolerance 

method is discussed in [17] to deal with silent data corruption 

errors on DWT. Therefore, having the advantages of SC, an 

error-resistant low-cost design is presented for two-

dimensional DWT.  

Wavelet transform is a mathematical tool that can 

decompose signals into different sub-bands of well-defined 

time-frequency characteristics. This conversion uses various 

methods to analyze the signal and adjust the accuracy in both 

time and frequency domains [18]. These benefits lead to 

extensive use of DWT in different areas such as medicine for 

processing medical images and diagnosing disorders using a 

computer [19], data transmission through the internet [20], 

and noise detection in data collected with a sensor [21]. 

Compared with the standards JPEG and JPEG-LS, the 

JPEG2000 standard not only offers a superior image 

compression ratio but also benefits from better image 

reconstruction performance [18]. One of the most widely 

used types of DWT is the 5/3 method used in the JPEG2000 

standard to implement lossless image compression. The 5/3 

wavelet transform can be implemented by using 

mathematical notations as follows [22]: 

(1) 
𝐻(𝑛) = −

1

2
[𝑋(2𝑛) + 𝑋(2𝑛 + 2)] + 𝑋(2𝑛

+ 1) 

(2) 𝐿(𝑛) =
1

4
[𝐻(𝑛 − 1) + 𝐻(𝑛)] + 𝑋(2𝑛) 

where H(n) and L(n) represent the high-frequency (detail 

coefficients) and low-frequency (approximation coefficients) 

components of the input signal, respectively and X(n) 
represents the nth input sample. 

The data flow related to these equations is shown in Fig. 

4. To implement them in binary mode, we need a structure 

similar to Fig. 5. As shown in Fig. 5, this structure requires 

four adders and two multipliers for each decomposition level. 

 

Fig. 3: a) The multiplication of bipolar format, b) scaled 

addition, b) scaled subtraction of bipolar format. 

 

Fig. 4: The data flow of 5/3 wavelet transform. 

 

Fig. 5: The one-dimensional structure of binary DWT. 

3.2. Stochastic Architecture for the Lifting Structure 

As mentioned earlier, operations occur on bit-steams that 

are interpreted as probabilities in SC. Since we are dealing 

with positive and negative numbers in wavelet transform, the 

bipolar coding format is used in this article. 

The blocks used in the lifting-based DWT include 

multipliers and adders, which are easily implemented in the 

BP stochastic method using an XNOR gate and a two-way 

multiplexer. Because the coefficients in the 5/3 wavelet 

transform equations are all multiples of 0.5, they are 

implemented using the coefficient of 0.5 in the stochastic 

adder, and there is no need to use a stochastic multiplier 

(XNOR gate). Since stochastic addition and subtraction are 

normalized, the implementation of equations (1) and (2) by 

stochastic logic leads to equations (3) and (4).  

(3) 

H′(n) =
−

1
2

[X(2n) + X(2n + 2)] + X(2n + 1)

2

=
H(n)

2
 

(4) 

L′(n) =

1
2

[H′(n − 1) + H′(n)] + X(2n)

2
= 

=

1
2

[
H(n − 1)

2
+

H(n)
2

] + X(2n)

2
 

            =

1
4

[H(n − 1) + H(n)] + X(2n)

2
=

L(n)

2
 

By implementing equations (3) and (4) with stochastic 

addition blocks, the structure of Fig. 6 is obtained for a one-

dimensional 5/3 wavelet transform. 
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Fig. 6: The stochastic one-dimensional 5/3 wavelet 

transform structure. 

In the proposed one-dimensional architecture, input 

signals pass through the delay elements (Z-1) in 2’s 

complement format and then each signal from the delay 

element is converted to a stochastic bit-stream. Each delay 

requires an 8-bit shift register instead of using a 256-bit delay 

element used in [23]. Also, for the intermediate delay 

element, an 8-bit memory element is used so the mux2 output 

is converted from stochastic to binary format before being 

stored in the delay element and then back to stochastic again. 

Since stochastic addition is correlation-insensitive [24] and 

only one LFSR has been used for these SNGs to reduce the 

hardware cost. In each clock cycle, one bit of high-frequency 

output coefficients and one bit of low-frequency output 

coefficients are generated. As it can be seen in Fig. 6, instead 

of using complex binary multiplier and adder blocks, only a 

multiplexer is used in the SC design.  

To run wavelet, transform on the images, it is necessary 

to apply the 1-D DWT in both vertical and horizontal 

directions of the image. The proposed 2-D architecture is 

based on three 1-D DWT structures, which operate in parallel 

and communicate through shared memory. The input image 

is fed to the architecture bit-by-bit using row-by-row 

scanning. In each clock cycle, a single bit is fed. In the row 

module, 1-D DWT of each row is computed to yield the low- 

and high-frequency components of each row, and the results 

are stored in memory to utilize in column transform.  

To reduce the memory required, the row transform 

results are converted to binary format before being stored in 

memory. We employ shift registers for intermediate data 

storage. Low-frequency outputs and high-frequency outputs 

are stored in two distinct register files. Since three data are 

required to compute equation 3, the column transform process 

starts as soon as the first data in the third row of memory is 

available. 

Simultaneously with the column transform, the rest of the 

data required for the column operation are prepared by the 

row transform and overwritten in the memory. So, the 

capacity of the register file is considered 3*N/2 coefficients 

for the N x N image.  

The column operation begins by converting the stored 

binary numbers to stochastic ones, which can also eliminate 

autocorrelation [24] and improve the accuracy of stochastic 

computation, then performing a step of computation on these 

three rows in the column direction.  

Two column transform modules are also employed and 

work in parallel to increase the design speed. One module 

performs the column direction wavelet transform on high-

frequency coefficients of the row transform module and the 

other on low-frequency coefficients. Fig. 7 illustrates the 

stochastic 2-D 5/3 wavelet transform structure. The section 

marked with a dotted line in Fig. 7 shows the structure of a 1-

D DWT. The other two modules perform the column 

transforms. Although this architecture is presented for the 5/3 

case, the method can be applied to all lifting schemes that rely 

on single or double lifting steps. 

4. METHODS TO IMPROVE FAULT TOLERANCE OF 

STOCHASTIC CIRCUITS 

Although the SC method is inherently fault-tolerant, so 

far no action has been taken to improve its reliability and its 

error tolerance. Therefore, in this paper, four methods based 

on dual modular redundancy (DMR) are proposed to improve 

the reliability of stochastic circuits. Furthermore, since one of 

the significant advantages of SC is the small size of the 

stochastic circuits, in order to maintain this feature, the goal 

has been set to improve reliability with minimum area 

overhead in all proposed methods. 

As the most important computational part of stochastic 

wavelet transform is multiplexers, these methods are only 

applied to multiplexers so that improved reliability does not 

lead to much hardware overhead. These methods are 

explained in the next subsections. 

  

Fig. 7: Stochastic two-dimensional 5/3 wavelet transform structure. 
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4.1. Multiplexer-Based Error Correction  

In the first method, DMR and multiplexer-based error 

correction structures are proposed to increase the reliability 

of stochastic circuits. Fig. 8 shows the structure of the error 

detection and correction circuit for a multiplexer. This 

multiplexer has a selection input with a constant value of 

0.5 in which case 50% of the mux1 output and 50% of the 

mux2 output are randomly transferred to the final output. 

4.2. C-Element Based Error Correction 

The second method proposed to improve the reliability 

of stochastic circuits is based on DMR and a C-element. In 

this case, when the two main modules have an equally 

logical value, the same value is placed on the output, but if 

the two values are different, the output retains its previous 

value. The proposed circuit structure is shown in Fig. 9. 

4.3. Error Correction Method based on Repeating the 

Operation for Faulty Bits  

In this method, the multiplexers are placed in the form 

of DMR and an XOR gate is used for error detection. The 

clock signal in this circuit is blocked by an AND gate. When 

there is no error in the circuit, the output of the two 

multiplexers is equal and as a result, the XOR gate has a 

value of 0, which causes the next edge of the clock signal to 

be seen by the system and the operation to be performed on 

the next bit, but when an error occurs on one of the 

multiplexers, the output of the XOR gate becomes 1, the 

edge of the clock signal is not passed, and the operation is 

repeated on the same bit until the system has no error. Fig. 

10 shows a part of the wavelet transform circuit optimized 

using this method.  

Since the critical path in SC circuits is short, which 

means that it can be run with extremely high clock 

frequency [7], this method will be more efficient in 

stochastic circuits than in binary ones and the overall 

latency can be greatly mitigated by exploiting a special 

property of SC, which is called progressive precision [8] or 

by using parallel computational elements.  

 

Fig. 8: The mux_based error correction circuit structure. 

 

Fig. 9: The C_element-based error correction circuit 

structure. 

 

 

Fig. 10: The partial structure of a wavelet transform 

optimized by the fourth method. 

4.4. Error Correction Method based on Stochastic 

Value of the Signal 

As mentioned in Section 2, the value of each bit-stream 

in SC is defined as the number of 1s in the bit-stream 

divided by the total number of bits. In other words, the 

probability of occurrence of a logical one in the bit-stream 

indicates the stochastic number. Using this definition, the 

probability of the output bit of each module is clear. For 

example, the probability of output of the stochastic adder 

being one is obtained 𝑃𝑦 =
1

2
(𝑃𝑥1 + 𝑃𝑥2) and the probability 

of being zero is 1 − 𝑃𝑦. We suggest an algorithm to correct 

the bit-flip errors based on this SC feature. Consider an error 

occurs in the adder block. After the error detection to correct 

the error, that bit becomes one with the probability of 𝑃𝑦 

and zero with the probability of 1 − 𝑃𝑦.  

5. EXPERIMENTAL RESULTS 

In this section, the results of implementing the 

proposed stochastic circuit designs are presented. These 

results include the estimated hardware cost and analyzed 

performance under two different faulty situations. 

The classic Lena image was used as the input source of 

the wavelet transform circuit. The input is a 256 × 256-pixel 

grey-scale image. Each pixel is represented by an 8-bit 

binary number. The length of the stochastic bit-stream is 

256, which corresponds to 8-bit precision for conventional 

binary design. 

The wavelet transform circuit presented in Section 3 

was coded in VHDL and synthesized with Xilinx ISE on 

Virtex5 (XC5VLX110T) FPGA device. The results 

obtained in Table 1 were compared with the binary wavelet 

transform circuits [25-27]. 

As shown in the previous section, in the design of 

stochastic DWT, a multiplexer is only used instead of using 

complex multipliers and adder blocks, and as Table 1 

shows, the proposed 5/3 stochastic DWT has a lower area 

than the other existing conventional binary architectures. 

Since new computing methods must be able to meet severe 

constraints such as very small size and low power 

consumption, SC can be a suitable alternative to 

conventional binary computing to design circuits that 

require fault-tolerant procedures on large amounts of data 

(e.g., various image processing operations). 

 

 



S. Sadeghi et al.  Journal of Applied Research in Electrical Engineering, Vol. 2, No. 1, pp. 11-18, 2023 

16 

 

 

Table 1: Area comparison. 
architecture Device Slice LUTs Slice 

registers 

[25] XC5VLX110T 494 633 

[26] XC5VLX110T 9424 301 

[27] 6VLX760FF1760-2 361/433 411/511 

stochastic XC5VLX110T 215 408 
 

Table 2: The comparison of fault tolerance. 

Method average error 

Noise at input Noise at 

computational blocks 
5% 10% 15% 5% 10% 15% 

SC method 0.030 0.038 0.043 0.082 0.139 0.174 

Convention

al method 

0.329 0.353 0.390 0.315 0.350 0.397 

Fig. 11 is an image obtained from a stochastic 2-D 

DWT applied to the Lena image, which shows 

approximation coefficients for one decomposition level. 

The result of the wavelet transform processing by stochastic 

structure has some errors mainly due to the random 

fluctuations of SC [24] and the output MSE will be 0.0031. 

Since digital circuits are easily affected by manufacturing 

defects and transient errors, this inherent error is negligible 

compared to the high error rate in digital circuits. 

To demonstrate the fault tolerance of the proposed 

architecture, we performed two kinds of experiments. In the 

first one, the inputs contain noise and in the second one, the 

circuit computational components are considered noisy and 

unreliable. Experiments were performed by injecting soft 

errors including flipping the bits by different injected noise 

ratios and evaluating the output average error in pixel 

values. Table 2 shows these experimental results for 

conventional implementations compared to stochastic 2-D 

DWT. 

As can be seen in Table 2, the stochastic method shows 

high resistance to bit-flip errors in both faulty experiments 

and gives acceptable results even in the case of 15% noise, 

but the performance of the binary method decreases 

dramatically with increasing error rate. Also, the average 

error drop rates for these experiments in the stochastic 

method are less than the binary one while the error rate is 

increasing from 5% to 15%.  

Fig. 12 illustrates the output image of the wavelet 

transform implemented by the stochastic method and the 

binary method with different noise ratios. As can be seen in 

Fig. 12 when errors are injected at the rate of 15%, the 

image transformed by stochastic DWT is still recognizable 

and becomes greyer, while the image generated by the 

conventional method is full of noisy pixels.  

In the following, the hardware area overhead and 

latency overhead are investigated for proposed error 

correction methods using stochastic DWT and to evaluate 

the robustness of our methods we analyze the effect of 

randomly injected errors by measuring the corresponding 

average output error for each implementation. Area 

overhead and latency overhead are given in Table 3. As in 

the third proposed method, the delay overhead changes 

according to the error rate, so the delay for this method is 

reported for each error rate in Table 3. The latency overhead 

is calculated for operations on 256 bits. 

 

 

(a) (b) 

Fig. 11: The result of applying stochastic wavelet 

transform to Lena image, (a) Original image, (b) Approximate 

coefficients of stochastic DWT. 

   
a-1 a-2 a-3 

   
b-1 b-2 b-3 

Fig. 12: The output of (a) stochastic and (b) conventional 

DWT with noise level of (1) 5%, (2) 10%, and (3)15%. 

Table 3: Area and latency overheads of error correction 

methods to stochastic DWT circuit. 
Method Area 

overhead 

Latency 

overhead 

multiplexer-based error correction 8.14 34.50 

C-element based error correction 21.46 55.71 

Error correction method based on 

repeating the operation 

15.59 Noise level 

5%           10%         

15% 

25.75     31.85     

37.95 

Table 4 summarizes the performance of the proposed 

error correction methods at various noise levels of the 

inputs. As shown in Table 4, all the proposed methods 

improve the reliability of stochastic DWT according to 

average output error. In these methods, the average error is 

significantly improved and their efficiency increases with 

increasing error rate. In the multiplexer-based error 

correcting method, the least overhead (only 8%) is applied 

to the circuit and has acceptable error correction 

performance. The use of C_element to improve the 

reliability of stochastic circuits will improve average error 

so that it is more effective than the previous method but it 

has more latency and area overheads.  

By the error correction method, which is based on 

repeating the operation, with an area overhead of 13.6%, errors 

are completely corrected. The latency overhead of this method 

varies according to the error rate, but the correction in the other 

methods is performed with constant overhead. Since the clock 

period of stochastic circuits is small, this method will be 

more efficient in stochastic designs than in conventional 

architectures. In addition, because of stochastic circuits’ 

simplicity, parallel processing approaches and some 

methods based on the progressive precision property [28, 8] 

can be used to further reduce the latency. 
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Table 4: Fault tolerance comparison of error correction methods. 

Method Improved average error (%) 

Noise at input Noise at computational blocks 

5% 10% 15% 5% 10% 15% 

Multiplexer-based error correction 36.94 41.86 49.06 39.59 46.69 55.03 

C-element based error correction 39.28 48.9 57.21 46.10 54.15 63.8 

Error correction method based on stochastic value of the 

signal 

53.25 58.73 66.19 60.78 66.09 71.99 

Error correction method based on repeating the 

operation 

100 100 100 100 100 100 

The error correction method based on the stochastic 

value of the signal improves reliability better than other methods 

because it performs the correction according to the actual value of 

the signal, but the other methods work randomly. Similar to other 

methods, the efficiency of this method is improved by 

increasing the error rate, which makes these methods more 

suitable for environments with very high noise levels where 

the inherent fault tolerance of SC is reduced. 

6. CONSULTATION 

This study presents a fault-tolerant and low-area 

architecture for 2-D lifting-based DWT based on SC. The 

proposed architecture not only is much more tolerant of soft 

errors but also requires less area than the conventional 

implementation of this algorithm. To make the SC designs 

more robust to soft errors, we introduced four error 

correction methods based on DMR. Our experimental 

results show that the proposed methods had low hardware 

costs and all the proposed methods improved the reliability 

of the stochastic circuits according to average error. The 

remarkable note about all the proposed methods is that in all 

the methods, the performance of the proposed methods 

improves by increasing the error rate, which in turn makes 

these methods suitable for highly noisy environments where 

the inherent fault tolerance of SC is reduced. Future work 

will focus on how to generate low-cost probabilities to use 

in the error correction method based on the stochastic value 

of the signal. 
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Abstract: Increasing the penetration level of distributed generation (DG) units in radial power distribution 

systems can increase the short-circuit level in these networks, which can, in turn, have destructive effects 

such as exceeding the tolerable current of the equipment and disrupting the protective coordination in the 

network. The active superconducting fault current limiter (ASFCL) is a new device that can limit fault 

current using voltage series compensation. This paper discusses the modeling of ASFCL and control 

strategies including fault detection and converter performance in normal and fault modes. Initially, its 

performance in limiting the fault current is investigated by simulating a sample three-phase system with 

ASFCL. In the next step, three operating modes including normal mode, upstream fault mode, and 

downstream fault mode are proposed to achieve an adaptive FCL that solves these problems in grid-

connected microgrids. The simulation results confirm the proper performance of the ASFCL modes in both 

fault current limiting and protective coordination of overcurrent relays in the network. 

Keywords: Fault current limiter, active superconducting current controller, grid-connected microgrid, protective coordination. 
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1. INTRODUCTION 

The recent growth of electrical energy demand and the 

rapid development of power systems have increased short-

circuit phenomena, which can damage circuit breakers and 

other equipment. The deployment of current limiting 

equipment can be regarded as a useful solution for this issue 

[1]. Several studies have introduced and evaluated various 

types of FCLs. For example, the resistive, magnetic-shield, 

high-temperature superconducting, saturated iron-core, and 

shunt superconducting FCL types have been presented and 

examined [2-4]. These FCLs generally create a small 

impedance in the normal state and a large limiting 

impedance in the event of a fault. 

When connecting a microgrid to the main grid, an FCL 

can be located between the upstream grid (main grid) and 

the downstream grid (micro-grid). The conventional type of 

FCLs generally performs a current limiting operation for 

both the upstream and downstream faults. Such operation of 

the conventional FCL can be useful when a short-circuit 

fault occurs in the main grid, but during a fault in the 

microgrid, the limiting impedance of the FCL may distort 

the coordination between the upstream and downstream 

OCRs [5].  

The active superconducting fault current limiter 

(ASFCL) is a new generation of series compensations that 

combines superconducting transformers and series voltage 

converters [6]. This type of superconducting FCL can limit 

current limiting different levels. 

In [12-14], some functional modes have been defined 

for the ASFCL only with the aim of fault current limiting in 

the main grid. The performance of the functional modes 

defined in these papers may disrupt the coordination of 

existing OCRs in the network. In [16], an ASFCL has been 

used to limit the fault current and to coordinate the existing 

OCRs in the main grid. However, the defined functional 

modes in [16] are not used for connecting the microgrid to 

the main grid. Also, in this reference, the relay coordination 

method is performed by changing the setting parameters of 

all of the OCRs in the network. 

             Check for 

              updates 
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In [4], a unidirectional fault current limiter (UFCL) has 

been used to maintain the coordination between the 

upstream and the downstream OCRs. For this purpose, the 

FCL is deactivated for the downstream fault state. However, 

this may cause problems if the fault current exceeds the 

tolerable range of microgrid devices. 

The main contribution of this paper is the protective 

coordination of all OCRs in the main grid and microgrid by 

defining appropriate operating modes in the event of 

upstream and downstream faults and without changing the 

relay setting parameters. In fact, by applying appropriate 

limiting impedances in different states of the network 

including upstream fault, downstream fault, and normal 

mode, the fault current is controlled and the coordination of 

all OCRs is maintained without changing the setting 

parameters of OCRs. The simulation results obtained using 

MATLAB confirm the effectiveness of the presented 

method.  

2. DESCRIPTION AND MODELING 

Fig. 1 shows the structure of a three-phase ASFCL 

employed in a typical three-phase circuit. The ASFCL 

consists of three superconducting transformers and a three-

phase voltage source inverter. 𝐶1and 𝐶2are the split DC link 

capacitors. 𝐿𝑑and 𝐶𝑑  are used to filter the harmonics 

generated by the PWM converter. The air-core 

superconducting transformer has some advantages compared 

to the conventional ones, such as the absence of iron losses 

and magnetic saturation, and lower transformer size and 

weight [12]. 

where A , B , and P are constants that are determined 

depending on the characteristics of OCRs. In this paper, the 

OCRs are assumed to have a very inverse characteristic. So, 

the corresponding constant values are 3.922, 0.0982, and 2, 

respectively [1]. TDSprimary and TDSback-up are time dial 

settings of the primary and backup relays, respectively. The 

value of these parameters is calculated such that the primary 

and backup OCRs are coordinated. Also, M represents the 

plug setting multiplier (PSM) of the relay, which depends on 

the fault current and the current setting Ipick-up of OCR. 

The coordination time interval is defined as: 

∆𝑡 = 𝑡𝑏𝑎𝑐𝑘−𝑢𝑝 − 𝑡𝑝𝑟𝑖𝑚𝑎𝑟𝑦 (1) 

The acceptable range of this parameter is normally a 

value between 0.2 and 0.5 seconds. Fig. 2 shows the 

flowchart of the coordination of OCRs by calculating the 

ASCC converter settings for the fault modes. 

3. DESCRIPTION OF THE PROPOSED METHOD 

To describe the proposed method, a typical distribution 

system connected to a microgrid is shown in Fig. 3. To 

provide the same performance in terms of fault current 

limiting for all the DG units, the ASFCL is placed between 

the upstream and downstream grid. With the occurrence of a 

short circuit in the downstream network, the FCL operation 

can lead to the loss of protective coordination of the 

downstream OCRs and the OCRs between the upstream and 

downstream networks. 

To solve these problems, three operating modes are 

proposed for ASFCL regarding the location of the fault in 

the overall system. The fault direction at the ASFCL 

location (upstream or downstream) is detected using a 

directional relay. The operating modes are defined as 

follows: 

Mode 1: Normal Operation Mode 

As mentioned in Section 2, to neutralize the effect of 

the ASFCL in the main network, the output current and 

voltage of the converter must be set as: 

1
2 1

S
a a

S

L
i i

M
  

(2) 
2

1 2
2 1

S S S
a a

S

L L M
u j i

M



  

(3) 

where (u1a, i1a) and (u2a, i2a) are the primary and 

secondary voltage and current of the superconducting 

transformer, respectively.  

 

Mode 2: Upstream Fault Mode 

With the occurrence of a short circuit in the upstream 

network, the fault current without ASFCL and with ASFCL 

can be calculated as: 

1 2

S G
F

T T

U U
I

Z Z
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2
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S G S a
F withASCC

T T S

U U j M i
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(5) 

where 
SU , 

1TZ , 
GU  and 

2TZ  represent the 

equivalent source voltage and impedance of the upstream 

and downstream networks at the ASFCL location, 

respectively. According to (5), by adjusting the amplitude 

and angle of the converter output current (
2ai ), the fault 

current can be adjusted to a suitable value so that the effect 

of increasing the current due to the application of new DG 

units is compensated.  

Mode 3: Downstream Fault Mode 

In this case, to reduce the voltage sag and thereby 

improve the power quality of the microgrid loads, ASFCL 

must operate in such a way that the minimum limiting 

impedance is applied to the network. It should be noted that 

the protective equipment of the microgrids is usually 

designed with high cut-off powers considering the future 

development of the microgrids. Therefore, in this case, the 

primary side voltage of the superconducting transformer of 

ASFCL can be set as: 

1 1 2 0a S F S au j L I j M i     (6) 

where
FI  is equivalent to the fault current when the 

short circuit fault occurs in the downstream grid. The output 

current and voltage of the converter are calculated by (7) 

and (8): 
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Fig. 1: The structure of a three-phase ASFCL. 

 

Fig. 2: The flowchart of the OCRs coordination by setting 

the ASFCL converter in faults mode. 

 

Fig. 3: A typical distribution system connected to a 

microgrid. 

 

Fig. 4: The fault current without and with ASFCL. 

4. SIMULATION RESULTS 

This section simulates the ASFCL in different systems 

to test the fault current limitation and the coordination of the 

overcurrent relays. 

4.1 Current Limiting Test  

To test the operation of ASFCL on current limiting, the 

three-phase system shown in Fig. 1 with the parameters 

listed in Table 1 is simulated. 

Fig. 4 shows the fault current without and with ASFCL. 

According to Fig. 4, the fault current is reduced to a suitable 

value in the presence of ASFCL. In addition, by adjusting 

the phase angle of the secondary current of the transformer 

to 90° (, i. e. mode 3), the highest effectiveness of the 

ASFCL in limiting the fault current is obtained.  

The ASCC converter reference signals in the normal 

and fault modes are shown in Fig. 5. In the case of the 

single-phase fault, the AC components of Udc1 and Udc2 are 

opposite to each other, so the total DC voltage is kept at the 

level of 600 V.   

Fig. 6 depicts the current and voltage waveforms of the 

superconducting transformer in the presence of the ASFCL. 

It is worthwhile to note that once a fault occurs, the fault 

current is suddenly reduced to a suitable level since, for the 

first cycle, the ASFCL with its original setting operates in 

mode 1. After fault detection, based on the control strategy 

of the converter, the ASFCL operates in mode 3, as it is the 

most effective in current limiting in this mode. In other 

words, the operating modes of ASFCL are selected based on 

the reference signals. 

4.2 Investigating the Effect of ASFCL on the Protective 

Coordination of OCRs 

In this section, the power system shown in Fig. 3 is 

simulated as a test system with the system data listed in 

Table 2 [1].  

In this section, the IEC Standard 60909 [18] is used to 

calculate the short-circuit level, and the simulation results 

are analyzed in four different cases to investigate the 

coordination of over-current relays. 

Case 1) Before Adding DG2 

For the base case (before adding DG2), the values of 

setting parameters of OCRs are calculated as shown in Table 
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3. Fig. 7 illustrates the time-current curves (TCC) of all 

main and backup OCRs for Case1. The currents measured 

by the main and backup OCRs are calculated for the fault in 

front of the main relay. As shown in Fig. 7, by adjusting the 

relay parameters in accordance with Table 3, all the ∆𝑡𝑖s are 

in an acceptable range. Therefore, the protective 

coordination of all OCRs has been carried out. 

Case 2) DG2 addition and without FCL 

In this case, it is assumed that the relay settings are the 

same as those shown in Table 3. The operating times of the 

relays for this case are shown in Fig. 8. As shown in Fig. 8, 

in this case, the coordination time of the upstream OCRs 

(R1 and R2, as well as R2 and R3) are out of the acceptable 

range (0.2<∆𝑡<0.5). Thus, the coordination between these 

relays is disrupted, but the coordination of the OCRs 

between the main grid and microgrid (R4 and R5, as well as 

R4 and R6) is preserved 

Case 3) After DG2 addition with conventional FCL 

In this case, a conventional FCL with the limiting 

impedance ZFCL= 16 + 0.8j Ω is used in the tie feeder [1]. As 

shown in Fig. 9, the main grid OCRs coordination (R1 and 

R2, as well as R2 and R3) is preserved. However, due to the 

significant decrease in the fault current on the downstream 

side, the coordination of the OCRs between the main grid 

and microgrid (R4 and R5, as well as R4 and R6) is lost.  

Case 4) After DG2 addition and with ASFCL 

In this case, the effect of the ASFCL operating modes 

on the coordination of the OCRs is demonstrated. As shown 

in Fig. 10, with the occurrence of a short-circuit fault in the 

main grid, the ASFCL acts in mode 2 (the upstream fault 

mode) and the coordination between R1 and R2 and 

between R2 and R3 is preserved.  

Furthermore, when a short-circuit fault occurs in the 

downstream network, the performance of the ASFCL in 

mode 3 preserves the coordination between the downstream 

OCRs by adjusting the fault current reduction, unlike the 

conventional FCL. 

5. CONCLUSION 

In this paper, an Active Superconducting Current 

Controller (ASFCL) was utilized as a voltage compensator 

type fault current limiter. It is placed between the main grid 

and microgrid to preserve the fault current level when a new 

DG unit is added to the microgrid. Various operating modes 

were defined for the ASFCL, including normal mode, 

upstream fault mode, and downstream fault mode. The 

performance of the ASFCL operation modes was compared 

to that of a conventional FCL for both upstream and 

downstream fault conditions. The simulation results show 

that with the occurrence of a short-circuit fault in the main 

grid, both ASFCL and conventional FCL have a positive 

effect on the coordination of the overcurrent relays and 

power quality of microgrid loads. On the other hand, when a 

short-circuit fault occurs in the microgrid and a conventional 

FCL is used, the coordination of the OCRs in the 

downstream network is violated and the power quality of the 

microgrid loads is reduced due to an increase in the voltage 

sag of these loads. The results also confirm that the 

application of the ASFCL with the proposed operating 

modes for this case resolves the mentioned problems. Thus, 

the ASFCL with the proposed method outperforms the 

conventional FCL. 
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Table 1: The parameters of the simulated system 

Parameter Value 

[USA, Udc] [220,600] (V) 

Z1 0.19 + 2.16 i (Ω) 

Z2 15 + 2 i (Ω) 

F 50 (Hz) 

Ls1=Ls2 10 (mH) 

[Ms, Lf] [9, 6] (mH) 

C1=C2 2000 (µF) 

Cf 30 (µF) 

 

Table 2: Data of the test system 
The network components Data 

Main substation 

Transformer (T1) 

Z12-Z34 

ZMG 

L1-L4 

DG1 

T2 and T3 

T4 

ZDG1 

ZDG2 

L5 and L6 

L7 

UnQ=69KV, S"kQ=1000MVA 

S=50MVA, 69/20KV, uk=20.5% 

2.75+4.15j 

2.15+3.24j 

S=20MVA, PF=0.94 

SrG=1.5MVA, UrG=690V, 

S=2MVA, 0.69/20KV, uk=6% 

S=1.5MVA, 20/0.4KV, uk=6.5% 

0.081+0.057j 

0.162+0.114j 

S=1.2MVA, PF=0.95 

S=0.9MVA, PF=0.97 

 

Table 3: Setting values for each OCR for the base case 

Relay 

unit 

Max. Load current 

(A) 

CT 

ratio 

Pick-up 

Current 

TDS 

OCR1 

OCR2 

OCR3 

OCR4 

OCR5 

OCR6 

800 

488 

220 

60 

15 

75 

1000/5 

500/5 

300/5 

100/5 

100/5 

100/5 

5.496 

7.636 

5.5 

4.5 

1.5 

5.62 

0.4 

0.2 

1.1 

1 

1.9 

2.7 
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Fig. 5: The reference signals of the ASFCL converter in 

normal and fault states  

 

 

Fig. 6: The waveforms of the primary and secondary 

currents and voltages of the superconducting transformer  

 

 

Fig. 7: The time-current curves of OCRs before adding DG2 

 

Fig. 8: The time-current curves of OCRs after DG2 addition 

and without FCL 

 

Fig. 9: The time-current curves of OCRs after adding DG2 

and with conventional FCL 

 

Fig. 10: The time-current curves of OCRs after adding DG2 

and with ASFCL 
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Multi-Objective Optimal Power Flow Based Combined Non-Convex Economic 

Dispatch with Valve-Point Effects and Emission Using Gravitation Search Algorithm 
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Abstract: This paper presents a solution to the Optimal Power Flow (OPF) problem combined economic dispatch with 

valve-point effect and Emission Index (EI) in electrical power networks using the physics-inspired optimization method, 

which is the Gravitational Search Algorithm (GSA). Our main goal is to minimize the objective function necessary for 

the best balance between energy production and its consumption which is presented in a nonlinear function, taking into 

account equality and inequality constraints. The objective is to minimize the total cost of active generations, the active 

power losses, and the emission index. The GSA method has been examined and tested on the standard IEEE 30-bus test 

system with various objective functions. The simulation results of the used methods have been compared and validated 

with those reported in the recent literature. The results are promising and show the effectiveness and robustness of the 

used method. It should be mentioned that from the base case, the cost generation, the active power losses, and the emission 

index are significantly reduced to 823 ($/h), 6.038 (MW), and 0.227 (ton/h), which are considered 5.85%, 61.61%, and 

44.63%, respectively.  
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1. INTRODUCTION 

Electric power plants that operate on fossil-fuels are 

among the most prominent sources of air pollution and 

contribute to causing great harm to the environment due to 

the burning of raw fuels such as coal, gas, and oil [1].  

Electric power systems engineering has the longest 

history of development compared to the various fields of 

engineering. In electrical supply systems, there are a wide 

range of problems involved in system optimization [2]. 

Among these problems, power system scheduling is one of 

the most important in system operation, control, and 

management. 

Power plants Coal-fired contribute a large quantity of 

polluting gases to the Atmosphere, as they produce large 

amounts of Carbon oxides CO2, and some toxic and 

dangerous gases such as emissions of Sulfur oxides SOx, and 

Nitrogen oxides, NOx [1-2].  

After implementation of the 1990 amendment to the 

United States Clean Air Act and increasing public awareness 

of environmental protection and public utilities, electricity 

production companies were obligated to adapt their designs 

and making strategy to reduced pollution rate and emissions 

of electric power plants [2-3]. Several efforts and strategies 

have been proposed and devoted to reduce atmospheric of 

pollutant emissions [2]. 

The OPF problem has a long history in its development 

for more than 60 years. Since the OPF problem was first 

discussed by Carpenter in 1962, then formulated by Dommel 

and Tinney in 1968 [4]. The OPF are non-linear and non-

convex very constrained optimization problems. 

The ED problem is one of the concerns of statistical 

optimization in the planning, control and operation of electric 

power; he is a sub-problem of OPF [5]. 

The OPF is an important criterion in today’s power 

system operation and control due to scarcity of energy 

             Check for 
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resources, increasing power generation cost and ever-

growing demand for electric energy [2]. 

The main purpose of an OPF is to determine the optimal 

operating state of a power system and the corresponding 

settings for economic operation of control variables by 

optimizing a particular objective while meeting the 

constraints of economics and security, such as equality and 

inequality constraints [1, 5-6]. 

In the past, various optimization methods have been 

applied, and some of them have been implemented into 

practice. Over the past few years, many methods have been 

used to solve the OPF and EI problems like; Quadratic 

programming method (QP) [7], Newton and Qassi-Newton 

methods [8-9], linear and non-linear programming methods 

[10-11] and interior point methods (IPM) [12]. 

In the last two decades, and in order to solve the OPF and 

EI problems, several methods of optimization are formulated 

such as Artificial neutral networks (ANN) [13], Artificial bee 

colony (ABC) and Incremental artificial bee colony (IABC) 

[14-15], Bacterial foraging algorithms (BFA) [16], Cuckoo 

search algorithm (CSA) [17], Harmony search (HS) [18], 

Evolution programming (EP) [19], Differential evaluation 

(DE) [20], Modified differential evaluation (MDE) [21], 

Tabu search (TS) [22], Simulated annealing (SA) [23], 

Gravitational search algorithms (GSA) [24], Evolutionary 

algorithm [25], Genetic algorithms (GA) [26], Particle swarm 

optimization (PSO) [27], Modified Particle swarm 

optimization (MPSO) [28], Ant colony optimization (ACO) 

[29], Tree-seed algorithm (TSA) [30], Moth Swarm 

Algorithm (MSA) [31], Sine-cosine algorithm (SCA) [32], 

Firefly Algorithm [33], Modified imperialist competitive 

algorithm (MICA) [34], Shuffled frog leaping algorithm 

(SFLA) [35], Electromagnetism-like mechanism method 

(ELM) [36], Ant-lion optimizer [37], Interior search 

algorithm [38], Wind driven optimization (WDO) method 

[39], Machine learning and modified grasshopper 

optimization algorithms [40], Rao algorithm [41], Artificial 

Eco-system optimization [42], Hamiltonian technique [43], 

Teaching-learning-studying-based optimization [44] and 

Grey wolf optimizer (GWO) [3, 45]. Variants of these 

algorithms were proposed to handle multi-objective functions 

in electric power systems. 

The proposed GSA approach is tested and illustrated by 

numerical examples based on IEEE 30-bus test system. 

With comparison, the obtained results validate the 

advantage of the proposed approach over many other methods 

in terms of solution quality. 

2. PROBLEM FORMULATION 

The OPF and EI are nonlinear optimization problems, 

represented by a predefined objective function f, subject to a 

set of equality and inequality constraints [46]. Generally, 

these problems can be expressed as follows. 

),( uxfMin
 

(1) 

Subject to                     

0),( uxh
 

(2) 

0),( uxg
 

(3) 

maxmin xxx 
   &   maxmin uuu 

 
(4) 

where ),( uxf  is a scalar objective function to be optimised, 

),( uxh  and ),( uxg are, respectively, the set of nonlinear 

equality constraints represented by the load flow equations 

and inequality constraints consists of state variable limits and 

functional operating constraints. x
 
and u  are the state and 

control variables vectors respectively. Hence, x  and u  can 

be expressed as given 

 
brngnL nGGLLG

t SSQQVVPx ,...,,,...,,..., 1111


 
(5) 

where, 
GP , 

GQ ,
LV  and Sk are the generating active power at 

slack bus, reactive power generated by all generators, 

magnitude voltage of all load buses and apparent power flow 

in all branches, respectively. 
gn ,

Ln and
brn  are, 

respectively, the total number of generators, the total number 

of load buses and the total number of branches. 

The set control parameters are represented in terms of the 

decision vector as follows: 

 
Tcomcomngng nnGGGG

t TTQQVVPPu ,...,,,...,,...,,..., 1112


              (6) 

where, 
GP  are the active power generation excluding the 

slack generator, 
GV  are the generators magnitude voltage, T 

is tap settings transformers, and 
com

Q  are the reactive power 

compensation by shunt compensator, ,
Tn  and 

com
n  are the 

total number of transformers and the total number of 

compensators units, respectively. 

2.1. Single-Objective Function 

In general, the single-objective function is a nonlinear 

programming problem. In this paper, four single objectives 

commonly found in OPF and EI have been considered. 

2.1.1. Cost without valve-point optimization 

The objective function of cost optimization 
1f of 

quadratic cost equation for all generators as given below 

2

11

1 min)(min gkk

n

k

gkkk

n

k

gk PcPbaPCf
gg




            (7) 

where 
1f is the total generation cost in ($/h). 

gkP  and 
gn  are 

the active power output generated by the ith generator and the 

total number of generators. 
kk ba , and 

kc are the cost 

coefficients of the generator k. 

2.1.2. Cost with valve-point optimization 

When the valve point loading is taken into account, this 

model can be used as is, except for the shape of the objective 

function instead of being a quadratic function it is now a non-

convex and smooth function as shown in Fig. 1 [14-15]. 

Generally, when every steam valves begins to open, the 

valve-point shows rippling. However, the characteristics of 

input-output of generation units make nonlinear and non- 

smooth of the fuel costs function. To consider the valve-point  
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Fig. 1: Fuel cost curve of units with valve-point effects. 

effect, the sinusoidal function is incorporated into the 

quadratic function. Typically, this function is represented as 

follows [14-15, 26]. 

 

  gkgkkk

n

k

gkkgkkk

PPed

PcPbaf
g



 


min

1

2

2

sin

min                               (8) 

where 
kd and 

ke are the cost coefficients of unit with valve-

point effect. 

2.1.3. Active power loss optimization 

The active power loss function 
3f in (MW) to be 

minimized can be expressed as follows  

 



bn

k

kjjkjkkj VVVVGf
1

22

3 cos2                     (9) 

where, Vk and Vj are the magnitude voltage at buses k and j, 

respectively, Gkj is the conductance of line kj, 
kj is the voltage 

angle between buses k and j, and
bn  is total number of buses.  

2.1.4. Emission optimization  

The emission function is the sum of exponential and 

quadratic functions of real power generating. Using a 

quadratic equation, emission of harmful gases is calculated in 

(ton/h) as given below [34, 46-47]. 

 

 gkkk

n

k

gkkgkkk

P

PPf
g





exp

10min
1

22
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                      (10) 

where
4f is the emission function in (ton/h), 

kkkk  ,,, and

k are the emission coefficients of the generator k. 

2.2. Multi-Objective Optimization 

In all multi-objective functions, we use the weighted 

aggregation function. The function used in the case of 

weighted aggregation is given by (11). 





ff n

i

ii

n

i

ii andwithfMinF
11

10                             (11) 

where 
f

n

i

i ni
f

:1&1
1




 , 
i  is the weighting factor and 

fn

is the number of objective function considered. 

2.3. Equality Constraints 

These equality constraints are the sets of nonlinear load 

flow equations that govern the power system, i.e.: 











dkkComKgk

dkkgk

QQQQ

PPP
                                        (12) 

where
gkP  and 

gkQ are, respectively, the scheduled active and 

reactive power generations at bus k. 
kP , 

kQ  are the active and 

reactive power injections at bus k. 
dkP , 

dkQ   and 
comkQ are the 

active and reactive power loads at bus k and the reactive 

power compensation at bus k. 

2.4.  Inequality Constraints 

The inequality constraints ),( uxg  are represented by the 

system operational and security limits, listed below 

maxmin

gkgkgk PPP    where  gnk ,.....,1                     (13) 

maxmin

gkgkgk QQQ    where  gnk ,.....,1                    (14) 

maxmin

kkk VVV     where  bnk ,.....,1                   (15) 

maxmin

kkk    where  bnk ,.....,1                        (16) 

maxmin

kkk TTT      where   Tnk ,.....,1                    

(17) 

maxmin

comkComkComk QQQ    where  
Comnk ,.....,1               (18) 

max

kjkj SS      where     
bnjk ,.....,1                         (19) 

where, 
Tn , 

Comn ,T  and 
ComQ  are the total number of 

transformers, total number of compensators, transformers tap 

settings, the reactive power compensation and max

kjS is the 

maximum apparent power between buses k and j.  

2.5. Gravitation Search Algorithm 

Gravity Search Algorithm (GSA) is one of the recent 

algorithms developed by Rashidi et al. [48]. GSA is also a 

meta-heuristic method inspired by Newtonian laws of 

gravitation and mass interactions [24, 47-48]. The agents in 

the GSA method are the targets whose performance is 

measured by their masses. Each agent attracts another agent 

by a force of gravity which is inversely proportional to the 

square of the distance between the agents and directly 

proportional to the product of their mass. By means of the 

Newtonian law of motion this force creates a global 

movement of all agents towards the heavier masses. 

Compared to lighter agents, heavier agents move very 

slowly which correspond to good solutions to the problem 

[24,49]. 

In the GSA method [48-50], the agents/vectors of the 

solution are considered as objects and their performance is 

measured by their masses. Each mass (agent) has specified by 

four specifications:  position of the mass, inertial mass, active 

gravitational mass and passive gravitational mass. The 

position of the mass corresponds to the solution of the 
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problem, and its gravitational and inertial masses are 

computed using a fitness function. The algorithm is navigated 

by properly adjusting the gravitational and inertial masses. By 

lapse of iteration cycles, it is expected that masses be attracted 

by the heaviest mass. This heaviest mass will present an 

optimum solution in the search space [24]. 

The GSA could be considered as an isolated masses 

system. It is like a small artificial world of masses obeying 

the Newtonian laws of gravitation and motion. More 

precisely, masses obey the following two laws [50]. 

Now, let us consider a system with Na agents (masses). 

The position of the ith agent is defined by  

 D

i

d

iii xxxx ,.......,......,1     where     
aNi ,.....,1           (20) 

where 
d

ix represents the positions of the ith agent in the dth 

dimension, which is a candidate solution to the problem, D is 

the space dimension of the problem and Na is total number of 

agents in the swarm [48].  

Initially, the agents of the solution are defined according 

to Newton gravitation theory. At a specific iteration t, the 

force acting on ith mass from jth mass according to Newton 

gravitation theory is defined randomly as follows  

 )()(
)(

)()(
)()( txtx

tR

tMtM
tGtF d

i

d

j

ij

ajpid

ij 






              (21) 

where 
piM  is the mass of the object i, 

ajM  the mass of the 

object j, G(t) is the gravitational constant at time t,   is a 

small constant and )(tRij
is the Euclidean distance between 

two agents i and j given as follows.  

2
)(),()( txtxtR jiij                                                       (22) 

To give a stochastic characteristic to the algorithm, it is 

expected that the total force that acts on ith agent in dth 

dimension be a randomly weighted sum of dth components of 

the forces exerted from other agents given by the following 

equation 
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where 
jrand is uniform random variable in the interval [0, 1], 

this random is used to give a randomized characteristic to the 

search [48, 50].  

The law of motion is used directly to calculate the 

acceleration of ith agent, at time t in the dth dimension. This 

acceleration is proportional to the force acting on that agent, 

and inversely proportional to the mass agent. 
d

ia  is given as 

)(

)(
)(

tM

tF
ta

ii

d

id

i                                                                   (24) 

where )(tM ii  
is the inertial mass of the ith agent and and )(tad

i
 

is the acceleration of ith agent in the dth dimension at iteration 

t. 

 

Moreover, a search strategy can be defined on this idea 

to find the next velocity and position of the agent. Further, the 

next velocity of any agent is considered a fraction of its 

current velocity and current acceleration. Therefore, the next 

velocity and the next position of an agent can be calculated as 

[50-51]. 

)()()1( tatvrandtv d
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d

iv  and 
d

ix are, respectively, the velocity and the position of 

an agent. The gravitational constant, G, which is initialized 

randomly at the starting, and given in terms of the initial 

gravitational constant (G0) and iteration (t) expressed by (27). 











max

0 exp
t

t
GG                                                           (27) 

where α is a user specified constant, t and tmax are the current 

and the total numbers of iterations, respectively. G0 is set to 

100, α is set to 20 [48]. 

The masses of agents are computed using fitness 

evaluation. The heavier mass of an agent, the more influential 

is that agent concerning the solution it represents. The masses 

are updated as follows: 

aiipiai NiforMMM ....,2,1                                (28) 
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where )(tfiti
represents the fitness of the jth agent at iteration 

t, )(tbest and )(tworst represents the best and worst fitness 

value of all agents at generation t. 




aN

i

i
i

tm

tm
tM

1

)(

)(
)(                                                             (30) 

where )(tM i
is the agent mass of i at iteration t. For a 

minimization problem 

 aNj

j tfittbest
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The total force acting on the ith agent is computed as 

follows: 






aN

ij
Kbestj

d

ijj

d

i FrandtF (t))(                                                 (33) 

Kbest  is the set of first K agents with the best fitness 

value and the biggest mass, which is a function of time with 

the initial value, K0 and it decreases with time. In such a way, 

all agents apply the forces at the beginning, and as time 

passes, Kbest is linearly decreased to 1. At the end, there will 

be only one agent applying force to the others. 



N. Mezhoud et al.  Journal of Applied Research in Electrical Engineering, Vol. 2, No. 1, pp. 26-36, 2023 

 

30 

 

 

2.5.1. Implementation GSA in OPF problem 

At the beginning of the GSA algorithm, in the search 

space each agent is placed at a certain point, which defines a 

solution to the problem. Then, the customers are retrieved and 

their next locations are calculated according to (18) and (19). 

Other parameters of the algorithm such as masses M, 

gravitational constant G, and acceleration a are calculated 

using equations (27)-(30), and (24), respectively, and updated 

each iteration. The Flowchart of GSA used in this works is 

shown in Fig. 2. 

Below we will present the steps of the GSA method to 

solve the problem of OPF. 

Step 1: Initialization the population size of agent vectors, 

10,100,250,25 0max  GtNa
 

Step 2: Generation of the initial vectors of the agents Na 

having that (n +1) 

Step 3: Calculate the values of fitness error of total 

population, Na,, as shown by Equation (31). 

Step 4: Calculation of population best solution (hgbest). 

Step 5: Update G(t), best(t), worst(t) and Mi(t) for
aNi ,.....,1 . 

Step 6: Calculate the sum of forces in different directions. 

Step 7: Calculate the factor velocities and accelerations.  

Step 8: Update the position of agent’s.  

Step 9: Repeat steps 3 through 8 until the stopping criterion 

is met (either the maximum number of iterations or near 

global optimal solution, hgbest) is met. 

3. SIMULATION & RESULTS 

The five generators system, IEEE 30-bus system is used 

throughout this work to test the proposed algorithm. This 

system consist, 30 buses, 6 generators units and 41 branches, 

37 of them are the transmissions lines and 4 are the tap 

changing transformers. One of these buses is chosen like as a 

reference bus (slack bus), the buses containing generators are 

taken the PV buses, the remaining buses are the PQ buses or 

loads buses. It is assumed that 9 capacitors compensation is 

available at buses 10, 12, 15, 17, 20, 21, 23, 24 and 29. The 

network data, the cost and emission coefficients of the five 

generators are referred in [52]. The one-line diagram IEEE 

30-bus system is shown in Fig. 3. 

The total loads of active and reactive powers are 283.4 

(MW) and 126.2 (MVAr), respectively, with 24 control 

variables. The basis apparent power used in this paper is 100 

(MVA).  The simulation results of load flow problem of test 

system are summarized in Table 1. 

3.1.1. Case 1: Cost without valve point effect 

In this case, the cost has resulted in 801.7517 ($/h), 

which is considered 8.3608 % lower than the initial case (load 

flow). Fig. 4 shows the convergence characteristic of cost 

using GSA. Table 1 summarizes the optimal control variables 

setting in this case. 

 
Fig. 2: Flowchart of GSA. 

 

 

Fig. 3: Single-line diagram of IEEE 30-bus system. 

 

3.1.2. Case 2: Cost optimization with valve point effect 

In this case, the cost has resulted in 834.85 ($/h), which 

is considered 3.837% lower than the initial case. Table 1 

summarizes the optimal control variables of this case. Fig. 4 

illustrates the convergence algorithms for case 2. 

3.1.3. Case 3: Active power loss optimization  

The optimal control variables of this case are introduced 

in Table 1. Fig. 5 shows the convergence characteristics of 

active power losses using GSA algorithm. The active power 

loss has dramatically decreased to 5.4074 (MW) which is 

considered 81.5905% lower than the basic case.  

3.1.4. Case 4: Gas emission optimization 

In this case, the emission reduction yielded 0.2162 

(ton/h), which is considered 97.7962% lower than initial case.  
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Table 1: Results of cases 1, 2 and 3 for test system. 

Control variables 

Optimal values 

Case 1 Case 2 Case 3 

Cost w/o 

valve 

Cost w/ 

valve 

Losses  

PG2 (MW) 49.3452 36.9639 42.1640 

PG5 (MW) 21.1403 16.3928 49.9853 

PG8 (MW) 21.2490 10.3052 34.9261 

PG11 (MW) 11.9704 11.1055 29.8481 

PG13 (MW) 12.0421 12.0007 37.5303 

V1 (pu) 1.0860 1.0603 1.0696 

V2 (pu) 1.0673 1.0330 1.0559 

V5 (pu) 1.0380 1.0062 1.0326 

V8 (pu) 1.0391 0.9967 1.0396 

V11 (pu) 1.0926 1.0056 1.0781 

V13 (pu) 1.0444 1.0668 1.0255 

Qcom10 (MVAr) 1.3214 1.0262 3.2206 

Qcom12 (MVAr) 1.2352 2.0189 0.6561 

Qcom15 (MVAr) 1.9913 2.5747 4.0699 

Qcom17 (MVAr) 3.1741 2.0459 2.8506 

Qcom20 (MVAr) 0.9824 2.5540 2.3771 

Qcom21 (MVAr) 3.8632 3.7772 3.8207 

Qcom23 (MVAr) 3.8792 1.4481 4.3263 

Qcom24 (MVAr) 2.4345 2.1937 2.3369 

Qcom29 (MVAr) 2.6679 2.4615 1.5492 

T6-9 1.0042 1.0037 1.0329 

T6-10 1.0021 0.9824 0.9452 

T4-12 0.9574 0.9404 0.9911 

T28-27 0.9762 0.9630 0.9873 

Cost in ($/h) 800.751 834.85 912.19 

loss in (MW) 9.0937 12.264 3.837 

Emission (ton/h) 0.3117 0.3211 0.2161 

Slack in (MW) 176.7467 208.899 92.7820 

CPU time (s) 87.2648 86.756 77.595 

 

The optimal settings of control variables of this case  are 

detailed in Table 2. The convergence characteristic of 

emission using GSA method is shown in Fig. 6. 

3.1.5. Case 5: Cost and active loss optimization  

The multi-objective control variables considering cost 

and active loss are tabulated in Table 2. Fig. 7 shows the trend 

of optimization for this case using GSA method.  

3.1.6. Case 6: Cost and gas emission optimization  

Fig. 8 shows the convergence characteristics obtained in 

case 6. The results of this case are tabulated in Table 3.  

3.1.7. Case 7: Cost, active power loss and gas emission 

The control variables setting of multi-objectives 

considering cost, active power loss and emission are given in 

Table 3. The convergence characteristics of this case are 

shown in Fig. 9. 

In order to obtain the desired set of non-dominant 

solution points, we run the algorithm with different weight 

factor. Therefore, the multi-objective problem is transformed 

into a single objective problem using the linear summation of 

weight factors according to (34). 

 

 
Fig. 4: Convergence of algorithm for cases 1 and 2. 

 

 
Fig. 5: Convergence of algorithm for case 3. 

 

431 ... fwfwfwf elcobjectivemulti                   (34) 

where wc, wl and we are, respectively, the weight factor for 

cost, losses and emission functions and 1 elc www . 

Table 4 shows the obtained results using different weight 

factors. 

From the results presented in Table 1 and Figs.4, 5, and 

6 it can appear that, the GSA method is considered to have 

given best results for multi-objective OPF based combined 

economic dispatch and emission because they obtained better 

results compared to those known references. 

The developed GSA has been implemented and used to 

solve the OPF combined economic dispatch with valve-point 

effect and emission for IEEE 30-bus system under varying 

operating conditions. The cost function is considered to be 

quadratic function.  

From Figs. 7, 8, and 9, all cases study of multi-objective 

results obtained the minimum values after 120 iterations. 

Table 5 shows a comparison between the obtained single 

and multi-objective results of costs, power losses and 

emission with the results obtained in literature. 
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Fig. 6: Convergence of algorithm for case 4. 

Table 2: Results of cases 4 and 5 for IEEE 30-bus system. 

Control 

variables 

Optimal values 

Case 4 Case 5 

Emission w/o valve w/ valve 

PG2 (MW) 55.2162 51.7103 48.8408 

PG5 (MW) 48.4827 30.7894 30.4953 

PG8 (MW) 22.8868 34.9894 34.9624 

PG11 (MW) 29.9986 23.4313 19.1652 

PG13 (MW) 31.4252 21.1699 21.3077 

V1 (pu) 1.0863 1.0713 1.0673 

V2 (pu) 1.0728 1.0581 1.0501 

V5 (pu) 1.0228 1.0321 1.0202 

V8 (pu) 1.0097 1.0420 1.0309 

V11 (pu) 1.0493 1.0644 1.0623 

V13 (pu) 1.0248 1.0602 1.0551 

Qcom10 (MVAr) 1.4597 3.7160 4.6011 

Qcom12 (MVAr) 4.2850 2.9271 4.2547 

Qcom15 (MVAr) 1.3286 3.9829 1.4724 

Qcom17 (MVAr) 3.0464 1.2142 4.5426 

Qcom20 (MVAr) 3.3183 2.6623 3.9967 

Qcom21 (MVAr) 3.1756 3.1168 4.9962 

Qcom23 (MVAr) 3.1649 1.3367 4.0620 

Qcom24 (MVAr) 3.0629 4.3422 3.5058 

Qcom29 (MVAr) 2.7770 3.3533 1.4227 

T6-9 0.9902 0.9953 0.9658 

T6-10 1.0132 0.9589 1.0312 

T4-12 0.9408 1.0010 0.9731 

T27-28 0.9755 0.9819 0.9557 

Cost in ($/h) 1025.9600 824.87 862.78 

loss in (MW) 5.245 05.827 06.284 

Emission (ton/h) 0.229 0.2524 0.2557 

Slack in (MW) 100.636 127.1374 134.913 

CPU time (s) 77.306 81.0773 80.756 

 

The proposed method to solve the OPF combined 

economic dispatch with valve-point effect and emission is 

considered to have given the best results because the results 

obtained using the GSA method are better compared to those 

published recently in several researches papers. 

 

 
Fig. 7: Convergence of algorithm for case 5. 

 

 
Fig. 8: Convergence characteristics for case 6. 

 

 
Fig. 9: Convergence characteristics for the case 7. 

 

Through the results obtained in Table 5, we note that the 

optimal values of the different objective functions are 

affected by the change of weight factors. The larger the 

weight factor, the more optimal the value of the objective 

function. 
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Case 5: Cost without valve-point effect and losses

Case 5 : Cost with valve-point effect and losses
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Case 6: Cost without valve-point effect and emission

Case 6: Cost with valve-point effect and emission
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Case 7 : Cost without valve-point, losses and emission

Case 7 : Cost with valve-point, losses and emission
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Table 3: Results of cases 6 and 7 for IEEE 30-bus system. 

Control variables 

Optimal values 

Case 6 Case 7 

w/o  

valve 

With 

valve 

w/o  

valve 

with 

valve 

PG2 (MW) 48.9786 42.8649 52.2267 47.7413 

PG5 (MW) 21.1630 16.6036 30.5107 29.2543 

PG8 (MW) 21.3428 13.9896 35.0000 34.9274 

PG11 (MW) 11.8295 10.0373 24.4152 25.4630 

PG13 (MW) 12.0012 12.0919 20.6417 17.2960 

V1 (pu) 1.0809 1.0859 1.0717 1.0722 

V2 (pu) 1.0624 1.0660 1.0577 1.0568 

V5 (pu) 1.0325 1.0365 1.0327 1.0291 

V8 (pu) 1.0375 1.0217 1.0424 1.0366 

V11 (pu) 1.0459 1.0812 1.0821 1.0777 

V13 (pu) 1.0180 1.0277 1.0597 1.0507 

Qcom10 (MVAr) 3.9395 2.2226 4.1934 3.0310 

Qcom12 (MVAr) 2.7670 1.6456 1.9471 3.1556 

Qcom15 (MVAr) 3.1526 1.4549 2.1550 2.0520 

Qcom17 (MVAr) 2.4079 3.7126 2.0085 3.9209 

Qcom20 (MVAr) 3.5253 2.0909 3.0977 1.8054 

Qcom21 (MVAr) 4.3362 0.7274 4.8694 4.6344 

Qcom23 (MVAr) 3.7058 1.3824 2.3529 3.5211 

Qcom24 (MVAr) 4.9791 4.1553 4.6928 3.2256 

Qcom29 (MVAr) 1.0175 1.8858 3.1813 1.9244 

T6-9 1.0588 0.9958 1.0198 0.9929 

T6-10 0.9963 1.0163 0.9503 1.0325 

T4-12 1.0190 0.9525 0.9884 1.0253 

T27-28 1.0084 0.9633 0.9882 0.9817 

Cost in ($/h) 800.89 834.69 825.170   862.90 

loss in (MW) 09.157 10.951 5.775 6.1693 

Emission (ton/h) 0.3203 0.3203 0.3203 0.3203 

Slack in (MW) 177.246 198.764 126.381 134.887 

CPU time (s) 74.072 84.152 83.059 79.020 

 

Table 4: Results of case 7 with different weight factors. 

 wc wl we 

 0.9 0.08 0.02 

Cost ($/h)   862.90  864.71  865.10 

Losses (MW) 6.1693 6.2012 6.1921 

Emission (ton/h)  0.3203 0.3101 0.3100 

 0.8 0.15 0.15 

Cost ($/h)   863.10  864.71  865.10 

Losses (MW) 6.9731 6.9958 6.9547 

Emission (ton/h)  0.3199 0.3158 0.30258 

 0.5 0.25 0.25 

Cost ($/h)   863.80  864.71  865.10 

Losses (MW) 6.3257 6.2012 6.1921 

Emission (ton/h)  0.3302 0.3354 0.3434 

 0.338 0.335 0.327 

Cost ($/h)   866.65  862.90  862.90 

Losses (MW) 6.7000 7.2121 7.123 

Emission (ton/h)  0.24156 0.2315 0.3058 

Table 5: Comparison of obtained and literature results. 

Methods Cost 

($/h) 

Losses 

(MW) 

Emission 

($/ton) Methods Ref.  

Case 5 

Proposed - 824.87 5.827 0.2524 

MSA [36] 859.191 4.540 - 

IABC [19] 854.913 4.982 - 

PSO [31] 878.873 7.810 - 

MDE [25] 820.880 5.594 - 

Case 6 

Proposed - 800.89 9.157 0.267 

GA [30] 820.166 - 0.271 

MICA [39] 865.066 - 0.222 

Case 7 

Proposed - 825.17 5.775 0.227 

GA [30] 793.605 8.450 0.187 

IABC [19] 851.611 4.873 0.223 

ABC [18] 854.916 4.982 0.228 

4. CONCLUSION 

The GSA method was successfully implemented in this 

paper to find the optimum OPF control variables for single 

objective and multi-objective optimization. The versatility of 

the multi-objective OPF optimization is illustrated by 

different tests systems by changing the parameters of GSA 

method such as population size Na and control parameters,

and G0. The analysis performance of used methodology is 

illustrated by the numerical and graphical results as shown in 

all tables and figures. The proposed method has fast 

convergence time in all cases test due of obtained 

performance. Through the obtained results, the power 

generation cost, active losses and emission index were 

significantly reduced to 5.85%, 61.61% and 44.63% %, 

respectively, from the base case and these results obtained are 

considered good results compared to some references. The 

effectiveness and robustness of used method are 

demonstrated by the obtained results. Therefore, it can be 

recommended to future researchers as a promising algorithm 

for solving some more complex engineering optimization 

problems. However, we have to mention that it becomes slow 

if the numbers of system variables are increased. It is found 

that the average CPU time increases rapidly as system size 

increases and convergence slows down. 
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Abstract: This paper is an extension of our previous research on presenting a novel Gaussian Mixture-based 

(MOG2) Video Coding for CCTVs. The aim of this paper is to optimize the MOG2 algorithm used for 

foreground-background separation in video streaming. In fact, our previous study showed that traditional 

video encoding with the help of MOG2 has a negative effect on visual quality. Therefore, this study is our main 

motivation for improving visual quality by combining the previously proposed algorithm and color 

optimization method to achieve better visual quality. In this regard, we introduce Artificial Intelligence (AI) 

video encoding using Color Clustering (CC), which is used before the MOG2 process to optimize color and 

make a less noisy mask. The results of our experiments show that with this method the visual quality is 

significantly increased, while the latency remains almost the same. Consequently, instead of using 

morphological transformation which has been used in our past study, CC achieves better results such that 

PSNR and SSIM values have been shown to rise by approximately 1dB and 1 unit respectively. 

Keywords: Artificial Intelligence, video coding, background subtraction, color clustering, mixture of gaussian model. 
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1. INTRODUCTION 

Artificial Intelligence (AI), as a branch of computer 

science, has been able to affect people's lives. More 

specifically, AI has provided algorithms for computer 

professionals that were previously difficult to implement. 

Nowadays, AI is widely used within image processing 

applications including face recognition or object detection. 

However, due to the complexities and challenges of video 

compression, the feasibility of using these algorithms in video 

compression has been less used. One of the main applications 

of video compression is in traffic cameras and video 

surveillance (CCTV) that are continuously streaming data to 

their users. Since these CCTV cameras are streaming video to 

their destinations, day and night, it seems necessary to use a 

method that can take up less bandwidth. Practically, CCTV is 

one of the most important technologies in the security field.  

Today, due to network limitations, CCTVs are applied at 

variant private and public places [1]. CCTV is used within 

real applications including identity offenders and prevent 

crime purposes [2]. An efficient CCTV technology was 

proposed by Harikrishnan [3] for business activities. In this 

paper, the author studied the impact of area condition on the 

CCTV technology and its utilization, and by using data 

analysis statistics, they proposed practical ideas in improving 

CCTV cameras. To address its challenges, Carli [4] tried to 

introduce CCTVs as a tool for crime prevention. Also, Goold 

[5] tried to address challenges in regards to CCTV 

responsibilities. On the other hand, Welsh and Farrington [6] 
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Fig. 1: Our proposed structure for AI-based video coding. 

 

suggested a new method to improve the quality of CCTV and 

its efficiency. In order to use the CCTV camera as an 

analytical tool with image processing, the important features 

of 3D surveillance are extracted by the OpenCV library to 

introduce a new method of video analytics [7]. Another use 

of CCTV is as an analytical tool as proposed by Kumar et al. 

[8], whereby they define a new model for shot detection in 

MATLAB. The use of Digital Video Recorder (DVR) and 

Network Video Recorder (NVR), both are major components 

of CCTV cameras that perform compression and video 

capturing. In this way, a video compression method 

specifically for CCTVs can reduce the bandwidth but has an 

impact on image quality [9]. Another challenging issue with 

CCTV cameras is the limitation of its storage, which has been 

the subject of several studies. The main reason of this 

challenge is due to the large video files which are constantly 

recorded all the time. To overcome this challenge, cloud-

based services are now available that can provide unlimited 

storage space [10]. Also, there are methods relating to storage 

optimization as to optimize CCTV storage and remove 

similar frame footage. This process may lead to the reduction 

of video size [11]. 

Today, video image enrichment in CCTV cameras is 

performed by artificial intelligence algorithms. This 

enrichment is achieved through visual models, the most well-

known being object tracking, pattern recognizing and face 

detection [12]-[14]. CCTV image transfer optimization 

depends on video compression algorithms. The main reason 

for this claim is that by optimizing the video compression, the 

volume of the transmitted video is reduced and in addition to 

requiring less storage space, it also occupies less bandwidth. 

Among conventional video coding techniques, block-

based estimation is a practical method to reduce temporal 

redundancy in video streaming. In this way, a background-

base model overlaying on High Efficiency Video Coding 

(HEVC) in a surveillance video streaming can reduce the 

network bandwidth occupation [15]. In a similar work, Zhang 

et al. [16] proposed a background-based method that tries to 

separate the background from the foreground for achieving 

better accuracy in surveillance video coding. In this paper, the 

authors have used two methods namely, Background 

Reference Prediction (BRP) and Background Differences 

Prediction (BDP) to encode the video frames. In line with 

image transfer problems, Guo et al. [17] proposed a novel 

algorithm to overcome the high-quality of large videos files 

during the transformation process by background removal. 

Predicting adaptive motion units, namely, PA-search is a 

novel predictive method that has been proposed for motion 

estimation [18].  In this approach the author defined a smart 

algorithm for searching the motions of video frames while 

keeping algorithm compression complexities at a minimum. 

In another similar work, Kim and Lee [19] have proposed an 

efficient method to separate the background from foreground 

based on the integer motion estimation method for video 

compression. This video coding system helps to reduce the 

external power consumption to the encoder side and optimize 

its efficiency. Double background-based coding, as proposed 

by Li et al. [20] is defined by two different background frames 

based on reconstructed frames and the original frames, 

simultaneously. This method, tested by HM14.0, helped to 

improve the compression performance by saving the average 

of 17.32 bit rate. The distance parameter is one of the 

challenges of CCTVs, which makes increases the complexity 

of face identification. To overcome this challenge, a two 

phased object recognition is defined by Celine and Agustin 

[21] that enhances the facial quality. At the first phase the 

dataset including faces are created, then at the second phase, 

good quality images are produced. Moreover, automatically 

detecting illegal activities such as weapon detection can be 

critical for security applications. However, as the detection of 

such objects is time consuming, it practically affects the 

efficiency of such systems. In this regard, the weapon 

detection system has been optimized using Yolov4 with an 

accuracy of 90% in detection [22]. Another detection system 

has been investigated by Powale et al. [23] that identifies 

people even in low resolution images. The results of the study 

show that the proposed detection system based on 
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Convolutional Neural Networks (CNNs), has been able to 

reach an accuracy of 94.55% for the TinyFace [24] dataset. 

For object detection, between Deep Learning models, YOLO 

has shown to outperform. Pillai et al. [25] have proposed a 

Mini-YOLO method that has comparable accuracy with 

YOLO, however, the model size and computational cost were 

reduced significantly. In another application, YOLO has been 

used for real-time applications due to its high speed in object 

detection. In this regard, a novel real-time approach based on 

machine learning and deep learning methods to detect human 

faces in CCTV images has been investigated by Rehmat 

Ullah et al. M. S. Pillai, G. Chaudhary, M. Khari, and R. G. 

Crespo, “Real-time image enhancement for an automatic 

automobile accident detection through CCTV using deep 

learning”, Soft Computing, vol. 25, no. 18, pp. 11929-11940, 

2021. 

[26]. The novel part of this research refers to the pre-

processing part that enhances the image quality for better 

detection. In a similar work, Pan et al. [27], use YOLOv3 with 

the help of the COCO dataset to achieve better detection from 

CCTV video streaming. The experimental results of this 

method showed that YOLOv3 has performed 44% accuracy 

during the day and 41% accuracy during the night. 

Reviewing these works, have motivated us to define a 

novel video coding system, which can efficiently reduce the 

network bandwidth. The fundamental concept of this coding 

is referred to the background subtraction process, whereby 

the fixed background is sent through the channel only once. 

In this regard, it is cached at the client side and is multiplied 

to the moving objects. 

The rest of the paper is arranged as follows. Section 2 

describes the proposed scientific methodology and its 

experimental results are presented in Section 3. Finally, 

Section 4 concludes this paper and discusses future work. 

2. PROPOSED METHOD 

The proposed compression technique extends the authors 

previous work [28] based upon an improved Mixture of 

Gaussian Model, MOG2 algorithm to separate the 

background image from moving objects in the video, while 

for getting better visual quality, Color Clustering (CC) 

method is added before the MOG2 process. In fact, instead of 

compressing the entire video frame, this technique causes the 

video frames to be separated into moving objects and the 

background image and whereby the background image 

occupies the network bandwidth only once. In other words, 

the moving objects frames create the foreground video while 

the background image creates the background video. Our 

previous results showed that for using background 

subtraction, the produced mask from MOG2 is very noisy and 

it should be denoised using Morphological Transformation 

(MT). As the visual quality of this transformation is not 

satisfactory, the first step of the proposed architecture is to 

use CC as a clean mask.   

 

Fig. 1 shows the overall process of compressing and 

retrieving video images on a Network Video Recorder 

(NVR). In this process, video frames are captured by the CC 

block for clustering the colors. Then it passes to MOG2 block 

to estimate the fixed background and separate foreground 

from background parts. At the end of this block, the 

background subtraction operation is started to detect and 

extract moving objects. It is necessary to pass one full cycle 

for achieving background and after the CC and MOG2 

process, the fixed background image is cached at the client-

side. At the server’s side, the foreground video is going to be 

compressed by conventional video codecs. In our approach, 

we have used H.265, namely the HEVC video codec to 

compressed moving objects. At the end, to the decoder side, 

the stored background image and encoded foreground video 

are multiplied to achieve the full video frames including 

foreground and background. With these explanations, our 

proposed architecture consists of three main parts, each of 

which is discussed below. 

2.1. Color Clustering 

The idea of using CC is due to its capability to better 

separate the components of objects. In our study, as the 

foreground objects includes the moving objects, it would be 

more efficient to separate colors then applying the 

background subtraction method. In this regard, as we wanted 

to separate colors in order for having better masks, and we 

have just two kinds of objects, foreground and background 

objects, we have set CC=2 in order for getting a denoised 

mask. Clustering method has been done by k-means color 

quantization which in RGB channel we have used Euclidean 

distance for comparing and clustering the colors. For every 

colorful image we have three channels including red, green 

and blue which creates the color-based image. Since we are 

looking for the distance of each color, the distance between 

two colors calculates by (1): 

𝑑 = √(𝑅2 − 𝑅1)2 − (𝐺2 − 𝐺1)2 − (𝐵2 − 𝐵1)2              (1) 

where R,G,B are the representatives of the red, green and blue 

channels.  

2.2. Gaussian Mixture Model 

The basis of the MOG2 method is a pixel-by-pixel 

review in a video sequence in which motion information is 

obtained from differences between the frames. Using this 

method, moving objects are detected that can be a tool for 

creating a mask. Multiplying this mask throughout the video 

will separate the background image from moving objects. The 

process of creating the mask is relevant to Gaussian 

distribution. 

For every Gaussian distribution η we have 

𝜂(𝑡) =
1

√2𝜋𝜔
𝑒𝑥 𝑝(−(𝑡 − µ)𝑇𝜔−1(𝑡 − µ))                       (2) 

where µ is the mean vector and ω is the covariance matrix. If 

we assume that there are k Gaussian distributions according 

to each t variable, which refers to the frame sequences in the 

time domain, the Gaussian Mixture Model (GMM) is a 

mixture of k Gaussians that describes the random variable t. 

This assumption leads to (3): 

𝑃𝑟(𝑡) = ∑ 𝑊𝑘 ∗ 𝜂(𝑡)𝑠. 𝑡:

𝑘=𝐾

𝑘=1

∑ 𝑊𝑘 = 1                              (3)

𝑘=𝐾

𝑘=1

 

where 𝑊𝑘 is the kth weight of the Gaussian model. 
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Fig. 2: Foreground and background Gaussian modelling. 

 

Since the background frames appear frequently during 

video streaming, the ideal background Gaussian model 

should have a high weight with low variance. To select the 

first n Gaussians as Background Models (BM) we have: 

𝐵𝑀 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑛 (∑ 𝑊𝑘 > 𝑇𝑛

𝑛

𝑘=1

)                                      (4) 

where 𝑇𝑛 is the model selection threshold. The range of this 

threshold for MOG2 model is from 1 to 255. Based on Monte 

Carlo analysis as performed by Matczak et al. M. Ghafari, A. 

Amirkhani, E. Rashno, S. Ghanbariet, “Novel gaussian 

mixture-based video coding for fixed background video 

streaming,” in 2022 12th Iranian/Second International 

Conference on Machine Vision and Image Processing 

(MVIP), Ahvaz, Iran, 2022. 

[29] we set this variable threshold to 16, which exactly fits 

our requirements. During the subtracting process, if 

block B is matched with BM, it would be labelled as 

background block, otherwise it is selected as the foreground 

block. Fig. 2 depicts the subtraction processing phase for 

creating the foreground and background model. 

2.3. Video Encoder 

The video compression technique has been used for 

many years. Due to the H.264 codec, an evolution was made 

in video compression techniques. Recently, with the 

standardization of the H.265 codec, many devices will 

support this codec, which can significantly decrease the 

bandwidth being used. Due to the popularity and advantages 

of this codec, this research has also used this codec. 

2.4. Frame Multiplier 

By separating the background image from the original 

video frames, on the decoder side, the image must be 

multiplied by the foreground frames that have been 

compressed by the video encoder to restore the original 

frames. In fact, at this point, it is enough to multiply the 

moving objects on the pre-cached background image to 

restore the same original frames. Since the detection of 

moving objects by the MOG2 method is faced with a small 

error, in some parts of the frame noise is visible and whereby 

causes this method not to be an ideal filter to separate the 

background image from moving objects. In this regard, the 

proposed methodology used MT to remove noises and to 

create an ideal mask. 

3. EXPERIMENTAL RESULTS 

In applying the proposed methodology, a highway video 

streaming dataset [30] that completely covers the mentioned 

requirement is used. The camera position is fixed such that 

the background can be extracted from the main frames. By 

applying this method, the experimental results of this article 

can be examined in four areas. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Fig. 3: Procedure of creating an ideal mask from the original 

frame, (a) Original frame, (b) Subtracted background, (c) 

MOG2 mask, (d) MOG2 mask after MT, (e) CC frame, (f) 

Ideal mask (CC+MOG2). 

3.1. Numerical Calculations 

Due to the removal of the background image from the 

main video frames and the compression of only foreground 

frames, pixels per frame will be significantly reduced. In fact, 

by reducing the number of pixels per frame, the number of 

numerical calculations for the compression operation at the 

encoder side will be reduced by the same amount. Fig. 3 

illustrates the number of pixels reduced by comparing the 100 

original frames for both MT+MOG2 and CC+MOG2 

methods. Analyzing this figure shows that in the initial 100 

frames, the total number of pixels per frame will be reduced 

by an average of 35000 pixels for MT+MOG2 method while 

the CC+MOG2 gives a better reduction, 38000 pixels 

reduction per frame. In other words, 45.57% of the processing 

load is reduced by MT+MOG2 method and 49.47% by 

CC+MOG2 method. Henceforth, the CC method will result 

in better reductions as its associated mask is cleaner as 

compared to the MT method. 

3.2. Bandwidth Transmission 

The occupied network bandwidth will decrease 

dramatically for two reasons. The first reason is that due to 

the subtraction process, the background image is occupied the 

bandwidth only once. The second reason is that the bandwidth 

occupation rate is directly dependent on the content within the 

frames and since the content of each frame is reduced, the 

transmitted bandwidth will be saved. 

Fig. 6 illustrate the I/P/B frames bandwidth occupation 

rate for three methods. Since the I-frame occupies a very large 

amount of bandwidth, it will be very important to check this 
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frame rate. This research illustrates that due to the removal of 

large quantities of pixels, which is referred to the separation 

of foreground and background frames, it has been able to 

 

Fig. 4: Pixel reduction per frames to reduce the total 

calculation. 

reduce the bandwidth occupation by 48% in the I-frame using 

MT+MOG2 and 67.4% through CC+MOG2. In return, for 

this significant reduction in the reference frames, P/B-frames 

have been increased to a very small extent, which will take up 

very little bandwidth compared to reference frames. 

3.3. Visual Quality 

Due to the rapid changes of moving objects in the real-

time video streaming, noises will be present in the Gaussian 

filter. To optimize this noisy mask to an ideal mask, our 

proposed last methodology used MT to reduce noises. Due to 

applying several filters during the AI process, there will have 

a slight reduction in visual quality compared to the original 

video. However, in our newer method, instead of using MT, 

we have used CC to achieve better results. 

Structural Similarity Index Measurement (SSIM) and 

Peak Signal to Noise Ratio (PSNR) algorithms are useful 

visual quality assessment algorithms in which the aim is to 

examine the qualitative changes compared to the original 

CCTV video. 

Fig. 8 and Fig. 9 compare the visual quality of three 

compressed videos using the CC+MOG2, MT+MOG2 and, 

traditional solutions. The investigation of the above 

compressed videos for PSNR and SSIM values illustrates an 

approximate 1 dB and 1 unit improvement by using 

CC+MOG2 in comparison to only using MT+MOG2 

solution. 

3.4. Latency 

As the proposed coding system uses a background 

subtraction process, it is expected that latency is slightly 

increased. The main part of the process which pushes delays 

in an end-to-end cycle refers to MT process, which needs to 

scan whole the frame then creates a noise free mask. In our 

newer strategy, as we have used CC instead of MT, it is 

expected to perform better in reducing the total latency. The 

FFMPEG encoding process depicts that approximately twice 

the time is required for MT+MOG2 encoding, and the use of 

the CC+MOG2 method has resulted in very little reduction in 

latency. This result shows that the majority of latency is due 

to using MOG2 and not MT or CC processes. Fig. 10 

illustrates the encoding latency for the three above 

methodologies.  

 
Fig. 5: Comparison of I-Frame transmission reductions. 

 

 
Fig. 6: Comparison of P-Frame transmission reductions. 

 
Fig. 7: Comparison of B-Frame transmission reductions. 

 

 

Traditional 

Transmission

MT+MOG2 

Transmission

CC+MOG2 

Transmission

0

500

1000

1500

2000

2500

3000

3500

I-Frame Transmission (kbps)

Traditional 

Transmission

MT+MOG2 

Transmission

CC+MOG2 

Transmission

700

750

800

850

900

950

P-Frame Transmission (kbps)

Traditional 

Transmission

MT+MOG2 

Transmission

CC+MOG2 

Transmission

0

50

100

150

200

250

B-Frame Transmission (kbps)

Traditional 

Encoding

MT+MOG2 

Encoding

CC+MOG2 

Encoding

34

35

36

37

38

39

40

41

42

Average Peak Signal to Noise Ratio (dB)



M. Ghafari et al.  Journal of Applied Research in Electrical Engineering, Vol. 2, No. 1, pp. 37-44, 2023 

42 

 

 

Fig. 8: The PSNR comparison of traditional, MT+MOG2 

and CC+MOG2 encoding. 

 

 
Fig. 9: The SSIM comparison of traditional, MT+MOG2 

and CC+MOG2 encoding. 

 

Fig. 10: Comparison of video encoding processes. 

4. CONCLUSION 

In this paper, an end-to-end AI-based video coding for 

separating the foreground and background frames with the 

help of using CC method has been improved. Through this 

procedure the total number of encoder computations was 

reduced while the visual quality reduction was improved by 

the CC process. Also, as the background is sent just one at a 

time, the network bandwidth occupation is reduced by 48% 

by MT+MOG2 and 67.4% by CC+MOG2. In visual quality 

assessment, 1dB and 1 unit improvement in PSNR and SSIM 

were achieved through the proposed method. For future 

works, the CC process can be changed by investigation on 

adaptive thresholding method to check if the optimization and 

improvement would be increased. 
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Abstract: The increasing risk of cardiovascular diseases, stress, high blood pressure, obesity, sleep disorders, and 

depression causes electrocardiogram (ECG) monitors to be used for diagnosing health. The main objective of this 

research is to enhance the quality of the ECG signal using wavelet transform and adaptive filters. This research has been 

made as descriptive-analytic and the method is used in the signal processing stages to calculate the ECG modulation 

spectrum, the spectral-modulation filtering scheme, and the ECG database from the standard algorithm and 

performance criteria. The results of the simulation indicate that the conversion of Sym4 and the adaptive filter with the 

size of 0.0005 and the length of the filter of 25 signals to the noise will be greatly improved to reveal the main features of 

the ECG signal. 
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1. INTRODUCTION 

Different electronic health devices are designed for the 

elderly in the community and the growing population of these 

elderly citizens who live alone. This approach arises from the 

increased interest in personal health care and the growth of 

cardiovascular diseases. In monitor of a 24hours 

electrocardiogram (ECG), a data compression method is 

needed to efficiently use resources and to reduce the time of 

data transmission. In the telecommunication industry, a 

compression algorithm for compressing ECG signals has 

been provided based on selecting the important sub-bands of 

the wavelet packet transform with the aim of minimizing the 

data while the quality of the reconstruction signal is desirable. 

The proposed algorithm consists of four stages for 

compression and four stages for reconstruction [1]. Wavelet 

transform, wave compression techniques are suitable for 

displaying transients, such as sounds recorded in sound or 

high-frequency components in two-dimensional images (for 

example, an image of stars in the night sky). This means that 

the transient elements of a data signal can be represented by 

a smaller amount of information, unless in case of some other 

changes including the discrete deformation is more used. The 

discrete wavelet transform has been successfully used to 

compress electrocardiographic signals (ECG). In this work, 

the high correlation between the wavelet coefficients of the 

signals of successive heart cycles is used by linear prediction 

[2]. Improvement methods of signal quality of wavelet 

transform are generally based on a threshold which is rooted 

in the assumption of energy concentration in a small number 

of discrete wavelet transform coefficients. The major 

disadvantage of threshold methods in the ECG signal is to 

create the distortion in the target signal. For this reason, in 

recent years, a variety of filters, and especially the adaptive 

filters, are used to correct wavelet transform coefficients. In 

the telecommunications industry, a new structure for 

improving the quality of the ECG signal with the help of using 

an adaptive and threshold filter on wavelet coefficients has 

been provided that in this method, instead of threshold, the 

wavelet coefficients are improved by passing through an 

adaptive filter. This causes the estimated signal to be largely 

close to the major signal and the estimate error to be reduced 

[3]. One of the problems of artisans is the processing of 

biomedical data (such as electrocardiography) that separates 
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the desirable signal from noises caused by interference of 

power lines, external electromagnetic fields, interference of 

high frequency and random and breathing movements. 

Different types of digital filters are used to remove signal 

components from undesired frequencies. It is difficult to use 

constant coefficient filters to reduce random noises. Because 

the behaviour of the system is not dependent on the specific 

time. To overcome this problem, an adaptive filter technique 

is required. Electrocardiogram (ECG) is the most important 

parameter for controlling cardiac activity. By fully analyzing 

the shape of the ECG signal, the doctor can detect various 

types of deviation. In some medical signal applications, 

useful signals are excelled by various components [4]. To 

avoid interference of ECG signals, designing a system is 

needed. To design and achieve a reliable system, there are two 

issues to consider. The accuracy and processing time should 

be appropriate. Basically, these methods should be 

categorized as adaptive and non-adaptive filter. There are 

some cavities in non-flexible filter or fixed filter. Adaptive 

filters are used for cancelling noise in different areas. 

Adaptive filters are capable of responding to their blow, and 

as a result, there is little information of the signal or 

information which can be planned for extracting the signal 

from unwanted information. This will help improve the 

signal-to-noise ratio. Adaptive filters are for those plans that 

some of the parameters of the processing operations required 

are not initially known or cannot be modified [5]. In order to 

overcome this limitation, algorithms of increasing ECG 

quality are strongly needed that can act under the broad 

spectrum of the levels of noise. Typically, two methods were 

previously investigated to enhance quality; filtering, wavelet 

contraction. For example, improving the quality of the ECG 

was performed using multiple repetitions of a moving filter 

that could have been about 10 dB for noisy signals with a 

signal-to-noise ratio [5]. A lot of studies have been done on 

cardiac signals that the Esmaili (2018) analyzed ECG signal 

in a research by using the features of ECG cardiac signal 

(morphological and characteristics derived from wavelet 

transform) and neural network [6] the results show that (25 

normal files and 20 non-normal files) of these signals, 64 

characteristics are obtained (48 characteristics based on 

wavelet transform and 16 morphological characteristics) that 

as inputs in neural network. The result indicated the 

effectiveness of the algorithm used. Rezai and Khodadadi 

(2016) investigated the use of an adaptive filter to remove 

ECG noise from the surface EMG signal [7], and the results 

show that the fast convergence of the least squared algorithm 

has made it possible for the proposed filter to effectively 

remove electrocardiogram noise remove from the surface 

electromyogram signal. Mohseni et al. (2015) investigated 

the new method based on the usage of a variety of 

comparative filters to remove artifacts from the ECG signal 

in a research [8], and the results of calculations of the signal-

to-noise ratio for LMS, EBLMS, ENLMS and ELMS filters 

respectively 31.557, 3.516, 3.516, 6.830 and 3.038 were 

obtained. Belgurzi and Elshafiey (2017) investigated fixed-

wavelet transforms and adaptive filter for improving the 

quality of the ECG signal in a research [9], and the results of 

fixed wavelet showed that an increase in the signal of ECG 

quality is successfully performed in terms of signal-to-noise 

ratio. In a study, Tobon and Falk (2016) examined 

modulation filtering to improve the quality of ECG in a study 

[10] and the findings obtained showed that the proposed 

algorithm can be used to improve the quality of wearable 

ECG monitors even in severe conditions, so it can play a key 

role in training and monitoring the performance of peak sport. 

Sehamby and Singh (2016) investigated the elimination of 

noise by using an adaptive filter in the ECG signal in a study 

[11], and the ECG signals are weak and easily sensitive to 

noise and interference. In this research, the implementation of 

scale of the least squares was presented. Sharma et al. (2015) 

investigated and designed an adaptive filter for reducing the 

noise in the ECG in a research [12], and experimental results 

have shown that rate of convergence increases for small 

amounts of step. Increasing the risk of cardiovascular disease, 

stress, high blood pressure, obesity, sleep disorders and 

depression makes use of portable electrocardiogram monitors 

(ECG) for diagnosing health, but other parts of the market 

regarding medical programs are emerging. However, low-

cost electromagnetic devices have shown that they are 

susceptible to numerous artifacts, including muscle 

contractions, base noises and movement, so the quality of the 

signal decreases and ultimately prevents heartbeat to change 

and to analyze it. To overcome this limitation, the algorithms 

of increasing ECG quality are highly needed which can 

operate under a broad spectrum of noise levels [13]-[21]. 

ECG is substantially based on the electrical conductivity of 

the heart. Normal conduction has started and distributes in a 

predictable pattern. Deviations from this pattern can be a 

natural or pathological change. An ECG is not equivalent to 

the activity of mechanical pump of the heart. For example, 

electrical activity produces an ECG which needs to pump the 

blood, but no pulse is felt. Ventricular fibrillation produces an 

electromagnetic wave, but it is too inefficient to produce the 

sustained cardiac output. Some rhythms have a good cardiac 

output, and some have bad heart output. Finally, an 

echocardiogram model or other anatomical imaging methods 

is useful in evaluating the mechanical function of the heart. 

Therefore, in this study, the increase of the quality of the ECG 

signal will be reviewed by using wavelet transform and 

adaptive filters. 

2. MATERIALS AND METHOD  

In the signal processing stages for calculating ECG 

modulation spectrum, modulation filtering scheme and ECG 

data base, the standard algorithm and performance criteria are 

used. The wavelet-based algorithms are the most popular, so 

here it is used to evaluate the proposed algorithm. A subset of 

100 signals, each with 5 levels was used to optimize the 

parameters of the standard algorithm. It was found that the 

universal contraction method with soft threshold and a mother 

wavelet with 8 decomposition levels resulted in the best 

performance in this subset. Based on above information, the 

equations for the variables are set. 

3. FORMULATION  

In standard algorithm we have the followings. 

�́� = 𝑞𝑖𝑛 − 𝑞𝑜𝑢𝑡                                                                     (1) 

�́� = (𝜇 −
𝑞𝑖𝑛

𝑉
) 𝐵                                                                    (2) 

where V is volume, B is biomass, 𝜇 is vacuum permeation, 

and q is signal. 

�́� = 𝑞𝑖𝑛(𝑐𝑖𝑛 − 𝑆) − 𝑟1𝑀𝑤𝐵                                                 (3) 
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where  𝑀𝑤 is molar mass, 𝑟1 is rate of absorbance, 𝑆 is layer 

concentration, and 𝑐𝑖𝑛 is time of the involved sample (per 

hour). 

4. WAVELET TRANSFORM ALGORITHM  

Wavelet transform is an efficient tool for signal 

processing and is used in many areas such as elimination of 

images noise, audio and video processing, pattern 

recognition, image encoding and compression. For this 

reason, it is important to provide solutions to increase the 

speed of implementation of the wavelet transform. One of the 

best solutions is the use of parallel processing. In 

telecommunications, a new architecture for implementation 

of a two-dimensional discrete wavelet transform has been 

provided to be used in image compression. The structure in 

this research is aimed at reducing the complexity of hardware 

and software, as well as optimizing the number of 

consumables and increasing the frequency of work. This 

implementation includes a processor unit for calculating 

discrete wavelet transform coefficients and a control unit for 

controlling data flow in the processor and generating memory 

address lines and an external memory unit for storing wavelet 

transform coefficients. The wavelet has some minor benefits 

over the Fourier transform in reducing the calculations when 

examining certain frequencies. However, they are rarely more 

sensitive and in fact, the conventional wavelet is 

mathematically the same. A short-term Fourier transform 

using a Gaussian window is called Morelt. The exception, 

when searching for signals of known form is non-sinusoidal 

(e.g. heartbeats); in this case, using convergent wavelets can 

analyze the standards. The function Ψ∈L^2 (R), wavelet 

transform is called. This transformation can also be expressed 

as Hilbert. Hilbert is a complete and comprehensive 

transformation. Hilbert's base is defined as the function (4): 

Ψ𝑗𝑘: 𝑗. 𝑘 ∈ 𝑍                                                                        (4) 

Ψ𝑗𝑘(𝑥): 𝑠
𝑗

2Ψ(2𝑗𝑥 − 𝑘).     𝑗. 𝑘 ∈ 𝑍                                         (5)  

If it is under the internal standard of 𝐿2(𝑅), as bellow: 

(𝑓. 𝑔) = ∫ 𝑓(𝑥)𝑔(𝑥)𝑑𝑥
+∞

−∞
                         (6) 

(Ψ𝑗𝑘. Ψ𝑙𝑚) = ∫ Ψ𝑗𝑘(𝑥)Ψ𝑙𝑚(𝑥)̅̅ ̅̅ ̅̅ ̅̅ ̅𝑑𝑥 = 𝛿𝑗1
+∞

−∞
𝛿𝑘𝑚        (7) 

Where 𝛿𝑗1: Kronecker delta. 

𝑓(𝑥) = ∑ 𝑐𝑗𝑘 Ψ𝑗𝑘(𝑥)∞
𝑗.𝑘=−∞          (8) 

With the convergence of the above set that seems to be 

convergence is in it, we reach the objective. Such a 

representation of "f" is known as a wavelet series. This means 

that it is a two-dimensional wavelet. The transform of the 

consistent wavelet of integral transformation is defined in (9):  

[𝑊Ψ𝑓](𝑎. 𝑏) =
1

√|𝑎|
∫ Ψ (

𝑥−𝑏

𝑎
)

̅̅ ̅̅ ̅̅ ̅̅ ̅̅
𝑓(𝑥)𝑑𝑥

+∞

−∞
        (9) 

Wavelet coefficient of 𝑐𝑗𝑘 is as (10):  

𝑐𝑗𝑘 = [𝑊Ψ𝑓](2−𝑗 . 𝑘2−𝑗)                                      (10) 

The idea of wavelet transforms is that transformation 

should only allow to growth for the changes at expansion 

time, not to the shape. This case affected by selecting the 

appropriate basis functions that are possible for this task. It is 

expected that changes in the expansion of time correspond to 

corresponding frequency analysis of basis function. Based on 

the uncertainty principle of signal processing, we have:  

Δ𝑡 Δ𝜔 ≥
1

2
         (11) 

where 𝜔 is angular frequency, and 𝑡 is time. In Figs. 1 and 2 

we present the basis functions. 

A: when the ∆t is big: 

1. Inappropriate time resolution. 

2. Appropriate frequency resolution. 

3. Low frequency. 

B: when the ∆t is small: 

1. Appropriate time resolution. 

2. Inappropriate frequency resolution. 

3. High frequency. 

In other words, the basis function of 𝛹 can be considered 

as the promissory respond of a system that performance of 

𝑥(𝑡) is filtered in it. Provides a signal for converting time and 

frequency related information. Therefore, the wavelet 

transform contains information that is similar to the short-

time Fourier transform but differs from the special features of 

the wavelet, which are shown at the time of correction in the 

basis function of analysis frequencies. The difference in time 

separation of the ascending frequency for Fourier transform 

and wavelet transform is shown in Fig. 3. 

 

 
Fig. 1: 𝛹 − ∆𝑡 curve. 

 

 
Fig. 2: 𝛹 − ∆𝑡 curve. 

 
Fig. 3: Wavelet transform. 
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5. SIMULATION  

5.1. Receiving Data  

First, we receive the data from the following address, 

which contains two data sets of 100 and 200. Serial data 100 

is randomly selected from 4000 pieces, serial data 200 

includes rare, and important arrhythmias that are not well 

represented by random selection. Each of the data includes 

three files: Reference, Signals, Header, and Annotations. In 

Fig. 4, we present the set of ECG data that we used in this 

paper. 

5.2. Using The Database of MIT-BIH in MATLAB  

To use the data in the MATLAB software, we 

downloaded the 100m.mat matrix from the database. The 

sample frequency is considered 360 Hz, so any beat may 

range from 441 to 234 samples. The ECG signal is visible 

after the initial pre-processing and sampling in Fig. 5. 

5.3. Noise Signal of ECG  

Medical monitoring devices are highly sensitive to 

biomedical signal recording and require more accurate results 

for each proper diagnosis. The ECG signal of a healthy person 

repeats once every 0.8 seconds, which means a very low 

frequency. The low frequency signal is destroyed by the 

interference of the 50 Hz sound voltage line; this noise is also 

the source of interference with the biomedical signal 

recording. The 50 Hz power line interference frequency is 

approximately equal to the ECG frequency, so this 50 Hz 

noise can eliminate the ECG signal output. To simulate an 

ECG signal contaminated with this noise, we added a 50 Hz 

noise to the simulated ECG signal, and thus the ECG noise 

signal is visible in Fig. 6. 

 

 
Fig. 4: Data formats in the MIT-BIH database. 

 
Fig. 5: ECG signal. 

 

 
Fig. 6: ECG signal contaminated with50 Hz noise. 

5.4. Wavelet Transform  

The common problem in recording heart signal is noise 

and even body and eye movement, which causes error in the 

recording of signal or its analysis. Noise or artifact can limit 

the use of ECG signal, and it is necessary to eliminate its 

effect. In this section, wavelet transform is used to eliminate 

or reduce of ECG signal noise. Wavelet transform is very 

practical as a method of time-frequency analysis. Wavelet 

transform to increase the signal to noise ratio is an effective 

and efficient method. In this study, wavelet operator has been 

used at several different levels of analysis to achieve optimal 

transform for improve the ECG signal noise and extract the 

feature from this signal. The applied wavelet function is 

considered on the EGC signal for this research as the 

following Fig. 7. 

ECG signal after applying transform on the wavelet 

(mentioned above) are visible in the several different levels 

as the following figures:  

Regarding the observed results, after the simulation 

shown in Figs. 8, 9 and 10, the transformation of the level 3 

wavelet from the other surfaces eliminates the noise from the 

ECG signal by maintaining the feature of the signal well, and 

desirable wavelet is addressed. In this case, the signal to noise 

will be equal to 14.4642. 

5.5. Design of Adaptive Filter 

In this research, least average squares algorithm has been 

used which has been simulated by taking into account 

different values for μ and filter length, which are further 

discussed in more detail. 
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Fig. 7: The applied wavelet function on the ECG signal. 

 
Fig. 8: ECG signal before and after applying transform on 

wavelet level 2. 

 

 
Fig. 9: ECG signal before and after applying transform on 

wavelet level 3. 

 

 
Fig. 10: ECG signal before and after applying transform on 

wavelet level 5. 

1) Results for adaptive filter with μ=0.0005 and filter 

length of 15 are presented in Fig. 11. 

2) Results for adaptive filter with μ=0.0005 and filter 

length of 20 are presented in Fig. 12. 

 
Fig. 11: desirable ECG signal and ECG signal obtained 

from applying adaptive filter with μ=0.0005 and filter length 

of 15. 

 
Fig. 12: desirable ECG signal and ECG signal obtained 

from applying adaptive filter with𝜇=0.0005 and filter length 

of 20. 

 

Fig. 13: desirable ECG signal and ECG signal obtained 

from applying adaptive filter with𝜇=0.0005 and filter length 

of 25. 

3) Result of adaptive filter with μ=0.0005 and filter 

length of 25 are presented in Fig. 13. 

4) Result of adaptive filter with μ=0.0009 and filter 

length of 15 are presented in Fig. 14. 

5) Result of adaptive filter with μ=0.0009 and filter 

length of 20 are presented in Fig. 15. 
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Fig. 14: desirable ECG signal and ECG signal obtained 

from applying adaptive filter with μ=0.0009 and filter length 

of 15. 

 
Fig. 15: desirable ECG signal and ECG signal obtained 

from applying adaptive filter with μ=0.0009 and filter length 

of 20. 

 
Fig. 16: desirable ECG signal and ECG signal obtained 

from applying adaptive filter with μ=0.0009 and filter length 

of 25. 

6) Result of adaptive filter with μ=0.0009 and filter 

length of 25 are presented in Fig. 16.  

 

 

Table 1: Adaptive filter modes. 

Adaptive filter (LMS) Filtered signal with 

adaptive filter 

𝜇=0.0005 and filter length of 15 1.2111 

𝜇=0.0005 and filter length of 20 3.5586 

𝜇=0.0005 and filter length of 25 4.5103 

𝜇=0.0005 and filter length of 15 0.377 

𝜇=0.0005 and filter length of 20 3.1193 

𝜇=0.0005 and filter length of 25 4.1828 

 

 
Fig. 17: desirable ECG signal and ECG signal obtained 

from applying transform on wavelet and adaptive filter with 

μ=0.0005 and filter length of 25. 

 

5.6. Signal-to-Noise Values for Different Adaptive Filter 

Modes Materials and Methods 

Table 1 presents the various LMS filter modes that we 

used in this paper. 

The results indicate that by increasing the filter length in 

the adaptive filter, signal-to-noise ratio will be higher. The 

simulation results after the transformation of wavelet and 

adaptive filter of μ=0.0005 size of the window 25 will be as 

follows (see Fig. 17). 

5.7. Comparing Results 

The results of the simulations indicate that the 

transformation of the sym4 level 3 wavelet eliminates the 

noise significantly from the ECG signal and increases the 

signal to noise. Also, by checking the LMS adaptive filter in 

different modes with step size (μ) and different filter lengths 

determined with trial and error that for the size of the step 

0.0005 and the filter length of the 25, the signal to noise and 

signal amplitude would be desirable. In Table 2 we present an 

explanatory comparison between our findings and the 

findings of references [22] and [23]. 

As it is observed in Figs. 18 and 19, the result obtained 

from stimulation by using mentioned method is more efficient 

compared to [22] and reduced the noise. 
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Table 2: Comparison table. 

Reference 

no. 

Article title Release 

year 

Result 

[22] An efficient wavelet transform-based 

algorithm for reducing power noise 

from electrocardiogram  

2018 It introduces easy and efficient algorithm for suppressing the PLI from 

the ECG. In summary, the input signal is divided into four wavelet 

levels, and the resulting coefficients are used to eliminate the estimated 

PLI from the TQ intervals of the threshold. The ECG denoised signal 

is then reconstructed by calculating the inverse wavelet transform. 

[23] ECG signal filtering based on 

CEEMDAN with a minimum time 

interval range  and more accurate 

statistics for selecting related modes  

2018 Enhancement of ECG signal based on collective experimental state of 

branching with compatibility noise (CEEMDAN) and Statistics Order 

Order (HOS) 

 

 

Fig. 18: ECG signal before and after applying the wavelet 

transform by simulation software. 

 

 

Fig. 19: ECG signal before and after applying noise 

elimination in [22]. 

6. CONCLUSION 

The results of the simulations indicate that the 

transformation of the sym4, level 3 transforms well the noise 

from the ECG signal and increases the signal to noise. In 

addition, by checking the LMS adaptive filter in different 

modes with step size (μ) and different filter lengths was 

determined by trial and error that step size of 0.0005 and filter 

length of 25, signal to noise, and signal amplitude will be 

desirable. In this study, we investigated the performance of 

digital filters on the ECG signal, and in particular, we applied 

the adaptive filter and the wavelet transform on an ECG 

signal that received from the MIT-BIH database. The results 

of the simulation show that the Sym4 wavelet transform and 

adaptive filter with step size of 0.0005 and filter length of 25, 

well improves the signal to noise to the high level and will be 

able to detect the main features of the ECG signal. In this 

study, in particular, the wavelet transform and adaptive filter 

were used to eliminate the noise and extraction of signal 

features. In this regard, in order to continue the pathway of 

the researcher, we study more about digital filters such as 

Kalman filter on the ECG signal. 
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Abstract: In fuel cell systems, voltage balancing is an important consideration. The utilization of a modular 

construction based on a three-level boost converter was able to balance DC voltage. This paper investigates 

the effect of parameter variations, such as inductors and capacitors, on the converter's steady-state 

controllable areas. The plot of the inductor current and the voltages of the output capacitors are illustrated 

for different scenarios. The system simulation results were performed using MATLAB / Simulink software. 
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1. INTRODUCTION 

Nowadays, the vital role of renewable energy in human 

life cannot be ignored. The fuel cell (FC) is a worthwhile 

energy-harvesting technology. It has attracted much attention 

in microgrid and electric hybrid vehicle applications [1, 2]. 

Much progress has been made in FCs, which has caused the 

formation of different types of FCs. Even though FCs have a 

great variety, they have the same operating principles and a 

high power density.  

The polymer fuel cell (PEMFC) is popular among fuel 

cells [3]. Thanks to the solid electrolyte, PEMFC is shown 

high resistance to gas. PEMFC takes advantage of the 

reaction of hydrogen and oxygen to generate DC electric 

power. PEMFC can be set up quickly by taking advantage of 

low operating temperatures. These advantages cause this kind 

of FC in applications like vehicles and emergency systems 

which need high speed to be practical [3]. The advantage and 

disadvantages of PEMFC are enumerated in Table 1 [4-5]. 

Expanding the life of this type of FC is the major challenge 

of this technology. Although the oxygen and hydrogen inputs 

are connected to the FC stack in parallel, the electrical outlets 

are linked in series. The series connection is to boost the 

output voltage. Because of the series connection of cells, the 

whole system's lifespan depends on each cell's lifespan [6]. 

The phenomenon of the snowball effect is one of the 

significant challenges facing the FC. Fig. 1 shows the 

snowball effect in an FC. Chain reactions in this effect can 

lead to the destruction of the FC. One of the effective 

parameters in cell destruction is membrane drying. 

Proper energy management can increase the life of any 

cell. One solution to prevent this is to regulate water as a 

product produced in the cell by regulating the FC current. A 

DC-DC converter can regulate current [7]. A particular unit 

assures water management in the fuel cell, but flow 

management is done with the assistance of a DC-DC 

converter.  

DC-DC power converters are among the most important  
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Table 1: Advantages and disadvantages of PEMFC [4-5]. 

Advantages 

 

Disadvantages 

 

 
Fig. 1: Snowball effect in fuel cell. 

and thought-provoking issues in hybrid systems [8]. These 

converters have various applications in different industries. 

The applications of these converters are listed in Fig. 2 [9-

17]. 

A group of FC cells is connected in series to make an FC 

stack. Connecting each stack to its converter and the layout 

of output converters in series to DC-DC converters can 

effectively boost voltage [7, 18]. This structure is illustrated 

in Fig. 3. The possibility of controlling the output current of 

each cell individually in this method gives the freedom to 

manage and control the FC. This method can be used to solve 

the snowball effect. 

Each FC stack operates independently according to its 

specific conditions. Therefore there is another new challenge. 

This problem occurs due to the voltage imbalance in output 

capacitors C1 to C4 (Fig. 3) caused by unequal stack power 

production. Risen stress on switches and power components 

and cell life reduction can be caused by voltage imbalance. 

According to [18], a modular structure is suggested to 

solve the voltage imbalance problem in the photovoltaic 

system. This structure solves the problem of voltage 

imbalance by sharing a capacitor between two converters. 

Fig. 4 shows the considered structure consisting of two 

modules. Three capacitors are used in this circuit. The 

voltages of C1 and C2 and as well as C2 and C3, are equal. As 

a result, capacitor voltages C1 and C3 are equal. The 

equalization of the output voltages means that the voltage is 

balanced. 

 
Fig. 2: DC-DC power converter applications [7-15]. 
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Fig. 3: Utilizing separate converters in the fuel cell. 
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Fig. 4: Studied system: DC modular system. 

Fig. 5 depicts some of the advantages of the researched 

structure in terms of modularity and the use of a three-level 

boost. The proposed system's shortcomings include a large 
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Fig. 5: Advantages and disadvantages of the studied 

structure. 

number of switches, which raises the cost. However, despite 

these disadvantages, the use of this structure is justified. 

The commandable areas of the considered converter in 

[7] are investigated. If the calculated duty cycles are between 

0 and 1, the system is in the commandable areas. 

The inductor and capacitor values can be planned by 

restricting the current ripple. Besides, they can be designed 

by choosing the high-frequency voltage ripple at a specific 

switching frequency. The inductor, capacitor, and frequency 

are determined using an optimization procedure that 

considers volume, cost, and efficiency limitations [19-20]. 

Because the parameters of each system will undergo 

possible changes in its operating point, in this paper, the 

change of capacitor and inductor values on the voltage 

balance of the system is investigated. In research [18], the 

capacitor and inductor values for both modules are considered 

equally. Moreover, in [18], the robustness of this modular 

converter and its sliding mode controller is investigated by 

changing the value of the capacitor and inductor change from 

50% to 150%. Although, the effect of this change in these 

elements on the waveforms of inductor current or capacitor 

voltage and especially voltage balance is not considered. In 

this study, additional work was performed to further 

investigate and ensure that the performance of the system that 

we introduced in [18] does not affect by changes in 

capacitance and inductance, especially tracking reference 

currents and voltage balance. 

According to Fig. 6, fuel cell systems deal with a 

snowball effect challenge that can damage fuel cells. To 

relieve this problem, separate converters might be utilized. 

Furthermore, boost converters are widely utilized in fuel cell 

systems since the output voltage is low. These converters can 

be coupled in series to enhance the produced voltage further. 

A voltage imbalance occurs in the system when a separate 

converter is used. Each FC may operate under different 

conditions and, therefore, has a different voltage at its output 

terminal. 

The current and voltage waveform of inductors and 

capacitors are displayed in this paper to explore the influence 

of inductors and capacitor changes. 

The paper structure is as follows: After reviewing the 

research literature in the introduction, the second part 

introduces the studied system. The governing equations of  
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Fig. 6: Application of the studied structure in FC systems. 

that system are recalled. In the third section, the results of the 

system simulation are shown. At the end is the conclusion. 

2. STUDIED SYSTEM 

In this paper, the three-level modular converter is 

considered. Fig. 4 shows the studied system, which contains 

two modules. 

An input voltage source, an inductor, and its switches are 

important elements that build a module. 

Four switches exist in each module; two are main 

switches, and the others are complementary switches. The 

two main switches take advantage of the interleaving 

technique for making the command signals. In modulation, 

the signal phase of the first control signal shifts half the period 

to the second control signal. 

The system incorporates five state equations shown in 

Table 2. The state variables are input inductors' currents and 

the other is capacitors' voltages. 

3. SIMULATION OF THE SYSTEM AND ITS RESULTS 

System simulation has been done with the use of 

MATLAB/Simulink software. A large-signal average model 

for the two-module system is used for simulation [18]. The 

simulation parameters are given in Table 3. 

 

 



M. Afkar et al.  Journal of Applied Research in Electrical Engineering, Vol. 2, No. 1, pp. 54-61, 2023 

57 

 

 

Table 2: System state equation. 

Inductor 

𝑳𝟏

𝒅𝒊𝟏
𝒅𝒕

= −𝒓𝟏𝒊𝟏 + 𝑽𝒊𝟏 − (𝟏 − 𝒅𝟏𝟏)𝒗𝑪𝟏 − (𝟏 − 𝒅𝟏𝟐)𝒗𝑪𝟐 

 

𝑳𝟐

𝒅𝒊𝟐
𝒅𝒕

= −𝒓𝟐𝒊𝟐 + 𝑽𝒊𝟐 − (𝟏 − 𝒅𝟐𝟏)𝒗𝑪𝟐 − (𝟏 − 𝒅𝟐𝟐)𝒗𝑪𝟑 

Capacitor 

𝑪𝟏

𝒅𝒗𝒄𝟏

𝒅𝒕
= (𝟏 − 𝒅𝟏𝟏)𝒊𝟏 − 𝒊𝒄𝒉 

𝑪𝟑

𝒅𝒗𝑪𝟑

𝒅𝒕
= (𝟏 − 𝒅𝟐𝟐)𝒊𝟐 − 𝒊𝒄𝒉 

𝑪𝟐

𝒅𝒗𝑪𝟐

𝒅𝒕
= (𝟏 − 𝒅𝟏𝟐)𝒊𝟏 + (𝟏 − 𝒅𝟐𝟏)𝒊𝟐 − 𝒊𝒄𝒉 

 

Table 3: System parameters. 

Parameter  Value 

𝑉𝑖1, 𝑉𝑖2  12 V 

𝐿1, 𝐿2  0.9 mH 

𝑟1, 𝑟2  0.06, 0.01Ω 

𝐶1, 𝐶2, 𝐶3  100 µF 

𝑓𝑠  10 kHz 

𝑅𝑐ℎ  8.52 Ω 

 

Several scenarios are performed to change the values of 

inductors and capacitors. Table 4 is considered several cases. 

The simulation results for each case are presented in Figs. 10-

14. In each figure, two operating points are considered for 

input power reference values (Pref). For all figures, the power 

reference Pref = 120 W for the upper figure (a) and Pref = 500 

W for the lower figure (b). As shown in Table 4, there is a 

normal case in which the parameters are at their nominal 

values. Only the capacitor or inductor is changed in other 

cases (Case 1, Case 2, and Case 3). 

3.1. Normal Case 

In this scenario, the current waveforms of the inductor 

and the voltage of the capacitor in a steady state are conducted 

without changing the parameter. 

Fig. 7 shows the waveforms of the currents iL1 and iL2 and 

the corresponding reference currents, iref1 and iref2. It can be 

observed that in both operating points (120 W and 500 W), 

inductor currents are tracking their reference current. 

Moreover, in those operating points, voltage balance is 

achieved, as Vc1, Vc2 and Vc3 are equal.  

The voltage waveforms of capacitors C1, C2, and C3 as a 

function of time are seen in Fig. 8. 

3.2. First Case (Case1) 

In this case, the common capacitor is changed. Figs. 9 

and 10 display the voltage waveform of capacitors C1,  

 

 

 

 

Table 4: Different scenarios. 

Scenario Changes Value 
Figure 

Number 

Normal Without change 
C1=100 µF 

C3=100 µF 

C2=100 µF 

Fig. 7 

Fig. 8 

Case 1 
Change 

C2 

Increase 

C1=100 µF 

C3=100 µF 

C2=200 µF 

Fig. 9 

Decrease 

C1=100 µF 

C3=100 µF 

C2 =50 µF 

Fig. 10 

Case 2 
Change 

C1 

Increase 

C3=100 µF 

C2=100 µF 

C1 =200 µF 

Fig. 11 

Decrease 
C3=100 µF 

C2=100 µF 

C1 =50 µF 

Fig. 12 

Case 3 
Change 

L2 

Increase 
L1=0.9 mH 

L2=2L1 
Fig. 13 

Decrease 
L1=0.9 mH 

L2=0.5 L1 
Fig. 14 

 

C2, and C3 as a function of time. In these two figures, the value 

of the common capacitor C2 changes. In Fig. 9, by increasing 

the value of C2, the ripple of its voltage decreases. In Fig. 10, 

voltage waveform increases rather than other capacitors. 

Nonetheless, the voltage balance is still achieved in 

increasing and decreasing values of capacitor and in both 

operating points (120 W and 500 W).  

3.3. Second Case (Case 2) 

In this case, the non-common capacitor is changed. Figs. 

11 and 12 present the voltage waveform of capacitors C1, C2, 

and C3 as a function of time. In these two figures, the value 

of capacitor C1 changes. These figures represent that similar 

to Case 1, by changing the value of this capacitor, voltage 

balance is achieved, and changing this capacitor only changes 

the ripple of its voltage waveform.  

3.4. Third Case (Case 3) 

In this case, one of the inductors is changed. Figs. 13 and 

14 illustrate the waveforms of the currents iL1 and iL2 and the 

corresponding reference currents, iref1 and iref2. In these two 

figures, the value of inductor L2 changes. In Fig. 13, the ripple 

of the current waveform is decreased due to the increase in 

the value of L2. In Fig. 14, L2 is decreased, and its current 

waveform has larger ripples than L1 current waveform. In 

both of them, tracking reference currents are done properly. 

According to all the waveforms obtained from the 

simulation, it can be seen that changes in the value of the 

inductor or capacitor only change the current or voltage 

ripple. Changes in the parameters do not affect the voltage 

balance of the capacitors. 

 



M. Afkar et al.  Journal of Applied Research in Electrical Engineering, Vol. 2, No. 1, pp. 54-61, 2023 

58 

 

 

 

0.18 0.18 0.1801 0.1802 0.1802 0.1802 0.1803 0.1804 0.1804

9.8

9.85

9.9

9.95

10

10.05

10.1

10.15

t [s]

In
d

u
ct

o
r 

C
u

rr
en

t 
[A

]

 L1, L2 Current

 

 

i
l1

i
ref1

i
l2

i
ref2

iref2

iL1iL2

iref1

 
(a) 

0.18 0.18 0.1801 0.1802 0.1802 0.1802 0.1803 0.1804 0.1804
41

41.2

41.4

41.6

41.8

42

42.2

t [s]

In
d

u
ct

o
r 

C
u

rr
en

t 
[A

]

 L1, L2 Current

 

 

i
l1

i
ref1

i
l2

i
ref2

 
(b) 

Fig. 7: Simulation waveforms: Inductor currents for L1 and 

L2 and related reference currents (normal state). Input 

power: (a) 120 W, (b) 500 W. 
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(b) 

Fig. 8: Simulation waveforms: Voltage of capacitors C1, C2, 

C3 (normal mode). Input power: (a) 120 W, (b) 500 W. 
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Fig. 9: Simulation waveforms: Voltage of capacitors C1, C2, 

C3 first state (C2 = 200 µF). Input power: (a) 120 W, (b) 500 

W. 
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Fig. 10: Simulation waveforms: Voltage of capacitors C1, 

C2, C3 first state (C2 = 50 µF). Input power: (a) 120 W, (b) 

500 W. 
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Fig. 11: Simulation waveforms: Voltage of capacitors C1, 

C2, C3 second state (C1 = 200 µF). Input power: (a) 120 W, 

(b) 500 W. 
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Fig. 12: Simulation waveforms: Voltage of capacitors C1, 

C2, C3 second state (C1 = 200 µF). Input power: (a) 120 W, 

(b) 500 W. 
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(b) 

Fig. 13: Simulation waveforms: currents of L1 and L2 

inductors and related reference currents (third case) (L2 = 

2L1). Input power: (a) 120 W, (b) 500 W. 
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Fig. 14: Simulation waveforms: currents of L1 and L2 

inductor and related reference currents (third case) (L2 = 

0.5L1). Input power: (a) 120 W, (b) 500 W. 
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4. CONCLUSION 

In this paper, a DC modular converter is considered to 

balance the output voltage. This converter can be used in fuel 

cell applications. In several scenarios, the values of the 

inductors and the capacitors of the modules changed. Using 

MATLAB/Simulink software, the waveforms of the system 

are plotted. The simulation results are performed on the 

variation in capacitor and inductance to investigate their 

modification effects. It was observed that changing the values 

of capacitors and inductors had no effect on the capacitance-

voltage balance in the steady-state regime. As a result, the 

inductance (L) and capacitor (C) values do not affect the 

controlled zones. 
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Abstract: This work represents a new method for robustness analysis of the model reference adaptive controller (MRAC) 

in the presence of input saturation. Saturation is one of the nonlinear factors affecting the stability of control systems 

which must be considered in controller design and stability analysis experiments. Various methods are presented for the 

stability and robustness analysis of adaptive control systems, and employment of describing function (DF) can be 

attractive and practical, due to the appropriate effectiveness of DF in estimating limit cycles and also the application of 

quasi-linearization theory. In this work, the stability analysis and a limit cycle estimation of a saturated system in the 

frequency domain are performed. The controller parameters are adjusted in a way that the system achieves its stable 

limit cycle in the presence of the initial conditions for the states. Moreover, the efficiency of the proposed method for 

second-order systems is reported in the presence of symmetric saturation and uncertainty model in Rohrs’s 

counterexample as the unmodeled dynamics. The results demonstrate the proposed method provides a proper analysis 

of system stability during the changes in the control parameters and the saturation amplitude. 

Keywords: Input saturation, unmodeled dynamic, describing function, frequency response, model reference adaptive control. 
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1. INTRODUCTION 

The signal level that a stimulus can deliver is usually 

limited by physical or safety constraints. These limits exist in 

all control systems including force, torque, voltage, and flow. 

The impact of amplitude saturation in the design of control 

system often depends on the control system performance. 

This effect is ignored in some systems and an appropriate 

functioning of most systems occurs when the amplitude 

saturation is taken into account [1-2]. Therefore, the 

controller design in the presence of saturation and its 

identification has recently been studied. One of the first works 

to address this issue is metaheuristic-based optimization 

algorithms [3]. The saturated system is identified using 

different optimization methods and described the differences 

between them. in addition, due to the destructive effects of 

saturation on the system, many controllers are vulnerable to 

the nonlinear factors due to the performance changes of the 

closed-loop system that often cause an instability in the 

system. In order to solve this issue, anti-windup compensators 

are designed by investigating the effects and properties of 

saturation on the system and controller to guarantee stability 

of the system as well as preventing the occurrence of 

saturation in the control systems. These designs are based on 

different definitions of saturation effects [4]. The 

investigation of the stability analysis and the stabilization of 

linear systems is performed in the presence of saturation and 

different kinds of Lyapunov functions such as polyhedral, 

quadratic and Lure which are used to model the saturation 

section to analyze the behavior of the closed-loop nonlinear 

system [5]. Additionally, there are several methods for 

designing anti-windups such as LMI [6-8]. Accordingly, a 

coefficient can be determined based on the optimal solution 

of LMI, which affects the controller state equations and 

provides stability of the loop system [9]. Moreover, the 

compensation design is also proposed that the main idea is 
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that they combine Nussbaum gain technique into 

backstepping control to compensate the saturation input, 

mainly used in spacecraft [10]. Other types of compensators 

including nonlinear multi-input and multi-output (MIMO) 

systems [11], ship steering control [12], switched nonlinear 

systems [13], and hydro-turbine governing systems [14] are 

also introduced. 

The model reference adaptive controller (MRAC) is an 

attractive method to design adaptive systems due to its 

acceptable performance. Accordingly, some compensators 

have been proposed for the MRAC in the presence of 

saturation. Modern compensators are used for the PID MRAC 

controller which is implemented on the practical system of 

the autonomous underwater vehicle (AUV) [15]. In addition 

to MRAC method, the positive µ method is proposed to 

reduce the saturation effects in the adaptive system in [16]. In 

the positive µ method, a coefficient known as μ is considered 

in the design of the control signal and affects the control 

signal when the system is saturated, consequently reduces the 

value of the signal. In addition to designing compensators in 

the presence of saturation, robustness analysis in the presence 

of unmodeled dynamics and uncertainties in a system is an 

important subject in the adaptive control [17]. Berk Altin and 

Kira Barton have shown how unmodeled dynamic (Rohrs 

counterexample [18]) causes instability in model reference 

adaptive iterative learning control (MRAILC) [19]. Eugene 

Lavretsky et al. have proposed a method based on the MRAC 

to investigate the general stability of the system with 

unmodeled dynamics [20]. The model reference adaptive 

controller was also used for the robustness of linear time-

variant systems with temporal delay [21]. In these works, the 

stability analysis of the adaptive control system has been 

carried out with the Lyapunov function -albeit in the absence 

of saturation - and presented methods for the robustness of 

the controller. 

One way to analyze the stability of nonlinear systems is 

the describing function. A frequency response method is a 

powerful tool for analyzing and designing linear control 

systems. However, frequency analysis cannot be applied 

directly for nonlinear systems because the frequency response 

function cannot describe the nonlinear system. Therefore, the 

describing function is used to approximate the analysis and 

estimate the nonlinear behaviors. The most important 

application of the describing function method is to estimate 

the limit cycle of nonlinear systems [22-24]. Additionally, the 

describing function has been examined in the analysis of 

nonlinear systems with memory [25-26]. Recently, the 

describing function is used for the robustness analysis of 

reference model adaptive systems in the presence of 

unmodeled dynamics and the describing function of the 

reference model adaptive controller [27]. 

In this work, the robustness of adaptive control systems 

to unmodeled dynamics has been upgraded to be used for 

second-order system with input saturation [27]. Adaptation, 

plant and saturation rules are converted into a lure model, 

which consists of a linear plant, nonlinear saturation on the 

forward path and an isolated nonlinear part in the feedback 

path. The describing function is then used to analyze the 

system in the frequency domain. By placing the DF of 

nonlinear parts and analysis via the Nyquist diagram, the 

prediction of the limit cycles of the system is achieved. The 

main goal of this work is to estimate the limit cycle the system 

and determine the approximate initial conditions for the 

adaptive system with nonlinear factors, which leads to the 

robustness of the system to reach its stable limit cycle. The 

application of the proposed method is investigated by 

simulating the second-order system in the presence of 

symmetric saturation and Rohrs counterexample as 

unmodeled dynamics. In addition, the rest of the paper is 

organized in a way to address the issues presented as follows. 

In Section II, the main problem is explained in the presence 

of saturation and the transformed parameters of the controller 

and the update rules obtained by transformations. In Section 

III, the describing function of the nonlinear parts is calculated 

and the limit cycle of the closed-loop system is estimated by 

drawing the Nyquist diagram. In Section IV, the second-order 

system with unmodeled dynamics and input saturation is 

included to indicate the usefulness of the proposed analysis 

method. 

2. PROBLEM DESCRIPTION 

In this section, the control system is explained in the 

presence of amplitude saturation. To simplify the analysis, 

new parameters are introduced, based on which updating 

rules are obtained. The second-order system under 

investigation has the following state equations (1). 

{
�̇�𝑝 = 𝐴𝑝𝑥𝑝 + 𝐵𝑝(𝜐(𝑡) + 𝑓(𝑥𝑝))

𝑓(𝑥𝑝) = 𝑘𝑝𝑥𝑝
        (1) 

where 𝑥𝑝 is a state variable, 𝐵𝑝 ∈ 𝑅
2×1 and 𝐴𝑝 ∈ 𝑅

2×2 are 

known and constant, (𝐴𝑝, 𝐵𝑝) are controllable, 𝑓(𝑥𝑝) is the 

linear state-dependent uncertainty, and 𝑣(𝑡) is the scalar 

input. The unmodeled dynamic is as (2): 

{
𝑥𝜂 = 𝐴𝜂𝑥𝜂(𝑡) + 𝐵𝜂𝑈𝑠𝑎𝑡(𝑡)

𝜐(𝑡) = 𝐶𝜂
𝑇𝑥𝜂(𝑡)

         (2) 

where 𝑥𝜂 ∈ 𝑅
𝑚×1, 𝐶𝜂

𝑇 ∈ 𝑅1×𝑚, and 𝐴𝜂 ∈ 𝑅
𝑚×𝑚 is a Hurwitz 

matrix with 𝐺𝜂 = 𝐶𝜂
𝑇(𝑠𝐼𝑚×𝑚 − 𝐴𝜂)

−1𝐵𝜂 and (𝐶𝜂
𝑇, 𝐴𝜂, 𝐵𝜂) are 

controllable and observable, 𝑈𝑠𝑎𝑡 is the saturated control 

input which is defined as written in (3). 

𝑈𝑠𝑎𝑡(𝑢) = {

𝑢𝑚𝑎𝑥                𝑖𝑓 𝑢 > 𝑢𝑚𝑎𝑥
𝑢  𝑖𝑓 − 𝑢𝑚𝑎𝑥 < 𝑢 < 𝑢𝑚𝑎𝑥

−𝑢𝑚𝑎𝑥                𝑖𝑓 𝑢 < −𝑢𝑚𝑎𝑥

 

𝑢 = 𝜃𝑇(𝑡)𝑥𝑝(𝑡)          (3) 

where 𝑢 is the control input which is calculated by the 

controller, 𝑢𝑚𝑎𝑥 is the maximum control signal that can be 

created by the stimulus, and 𝜃𝑇(𝑡) = [𝜃0  𝜃1] are the 

adaptation rules (4) (refer to Fig. 1). 

 

 
Fig. 1: The block diagram of the system in the presence of 

saturation. 
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�̇� = −𝛤𝑥𝑝𝐵𝑝
𝑇 𝑃 𝑒          (4) 

where 𝑃 is obtained from solving the Lyapunov. 

In equations 𝐴𝑚
𝑇 𝑃 + 𝑃𝐴𝑚 = −𝑄, and 𝑒 = 𝑥𝑝 − 𝑥𝑚, 𝑥𝑚 

is the reference state variable and is defined as (5), and (6): 

�̇�𝑚 = 𝐴𝑚𝑥𝑚 + 𝐵𝑚𝑟(𝑡) 

𝐴𝑚 = 𝐴𝑝 + 𝐵𝑝𝜃
∗𝑇          (5) 

𝐴𝑚 = 𝐴𝑝 + 𝐵𝑝(−𝐾𝐿𝑄𝑅
𝑇) 

𝜃∗ = −𝐾𝐿𝑄𝑅
𝑇           (6) 

where 𝑟(𝑡) is the reference input, 𝐴𝑚 and 𝐵𝑚 are the reference 

model state matrices, 𝐴𝑚 is a Hurwitz matrix, and 𝜃∗𝑇(𝑡) =
[𝜃0
∗ 𝜃1

∗] are the ideal adaptive rules. A linear designing 

technique is employed to determine 𝜃∗𝑇. The linear-quadratic 

regulator (LQR) method is chosen as a tool for reference 

model control design. 𝑅𝐿𝑄𝑅 and 𝑄𝐿𝑄𝑅 are its weight matrices 

and 𝐾𝐿𝑄𝑅 is its vector for control parameters. 

To simplify the analysis and determine the effect of saturation 

and unmodeled dynamic on the adaptive system, non-singular 

transformations are defined as equation (7): 

𝜀(𝑡) = 𝐶𝑒(𝑡) 

𝜈(𝑡) = 𝑀𝜃(𝑡)           (7) 

where 𝜀(𝑡) is the transformed error, 𝑣(𝑡) is the transformed 

parameter, 𝐶 and 𝑀 are the transform matrices. The transform 

matrices are defined as (8). The proof of the equations are 

expressed in reference [21-27]. 

𝐶 = [𝑐0 𝑐1]
𝑇   𝑀 = 𝑝𝑏𝐶𝑃

−1         (8) 

where 𝑝𝑏 = √𝐵𝑚
𝑇𝑃𝐵𝑚, and 𝐶 is defined as (9): 

𝑐0 = 𝑝𝑏
−1𝑃𝐵𝑚 ,  𝑐1𝑐1

𝑇 = 𝑃 − 𝑐0𝑐0
𝑇        (9) 

Remark 1 : From (8) and (9) the following equations can be 

obtained: 

𝑐𝑇0𝐵𝑚 = 𝑝𝑏 ,  𝑐𝑇1𝐵𝑚 = 0 

𝐶𝑃−1𝐶𝑇 = 𝐼 

Using (5) and (8) the 𝑛 × 𝑛  matrix below is determined 

as (10): 

�̃�𝑚 = 𝐶𝐴𝑚𝑃
−1𝐶𝑇 = (

𝛼00 𝑎1

𝑎0  �̃�𝑚
′) 

𝛼𝑖,𝑗 = 𝑐𝑖
𝑇𝐴𝑚𝑃

−1𝑐𝑗  ∀𝑖, 𝑗 = {0,1}      (10) 

where �̃�𝑚
′ ∈ 𝑅(𝑛−1)×(𝑛−1). It can be shown that �̃�𝑚

′  and �̃�𝑚 

are Hurwitz matrices. The error dynamic is defined as follows 

according to the closed loop system equation (11): 

�̇� = 𝐴𝑚𝑒 + 𝐵𝑝�̃�
𝑇𝑥𝑝 + 𝐵𝑝𝜂       (11) 

where  𝜂 = 𝑣 − 𝑈𝑠𝑎𝑡 is dependent on the saturated control 

input and the unmodeled dynamic, and �̃� = 𝜃 − 𝜃∗ is defined 

with 𝜃∗ in (6). The transformed error 𝜀�̇� = 𝐶𝑖
𝑇�̇� is obtained 

from (7) and (11) as equation (12). 

𝜀̇ = [
𝑐𝑇0𝐴𝑚𝑒 + 𝑝𝑏�̃�

𝑇𝑥𝑝 + 𝑝𝑏𝜂

   𝑐𝑇1𝐴𝑚𝑒
]                    (12) 

Considering Remark1 and using (10) and (12) the 

equation (13) is concluded: 

𝜀1̇ = �̃�𝑚
′ 𝜀1 + 𝑎0𝜀0         (13) 

𝜀0̇ can also be rewritten as (14): 

𝜀0̇ = (𝛼00 + 𝜈0)𝜀0 + (𝑎1 + 𝜈1)𝜀1+… 

                                      …+ 𝑝𝑏𝜂 + 𝜈0𝑚0 + 𝜈1𝑚1            (14) 

where 𝑣∗ = 𝑀𝜃∗, �̃�𝑖 = 𝑣𝑖 − 𝑣𝑖
∗, and 𝑚𝑖 = 𝐶𝑖

𝑇𝑥𝑚. The 

proposed adaptive rules are the revised standard adaptive 

rules using projection algorithm as (15). 

�̇� = 𝑀−1�̇� 

�̇�𝑖 = 𝑝𝑟𝑜𝑗({𝑀𝜃}𝑖 , −{𝑀𝛤𝑥𝑝𝐵𝑚
𝑇𝑃𝑒}𝑖)                             (15) 

where 𝛤 = 𝛾𝑃  

𝑝𝑟𝑜𝑗(𝜃𝑖 , 𝑦𝑖) = 𝑓(𝑥) = {

𝜃𝑖 𝑚𝑎𝑥
2 − 𝜃𝑖

2

𝜃𝑖 𝑚𝑎𝑥
2 − �́�𝑖

2
, 𝜃𝑖𝜖Ω𝑖Λ𝜃𝑖𝑦𝑖 > 0

𝑦𝑖 ,                  𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

Ω𝑖 = {𝜃𝑖𝜖�́�|𝜃𝑖𝑚𝑎𝑥
′ ≤ 𝜃𝑖 ≤𝜃𝑖𝑚𝑎𝑥     

Ω𝑖 = {𝜃𝑖𝜖�́�|−𝜃𝑖𝑚𝑎𝑥 ≤ 𝜃𝑖 ≤ −𝜃𝑖𝑚𝑎𝑥
′   

Ω𝑖 = Ω𝑖⋃Ω𝑖                 

And the positive constant 𝜃𝑖,𝑚𝑎𝑥 > 𝜃
′
𝑖,𝑚𝑎𝑥.  

Remark 2 : It can be shown that if ∀𝑡 ≥ 𝑡𝑎    ‖𝜃𝑖(𝑡𝑎)‖ ≤
𝜃𝑖,𝑚𝑎𝑥 ⟹ ‖𝜃𝑖(𝑡)‖ ≤ 𝜃𝑖,𝑚𝑎𝑥 then the projection algorithm 

can guarantee the limitations of 𝜃𝑖which is independent of the 

system dynamic. 

Considering �̇�𝑖 = 𝑝𝑏𝐶𝑖
𝑇𝑃−1𝜃, and the transformed error 

as (16), 

�̇�𝑖 = 𝛾
′𝑝𝑟𝑜𝑗(𝜈𝑖 , (𝜀𝑖 +𝑚𝑖)𝜀0)       (16) 

in which 𝛾′ = 𝛾𝑝𝑏
2, Remark  2 guarantees that 𝑣𝑖

∗ will 

ultimately converge into the projection region. 

3. DESCRIBING FUNCTION 

The describing function is a classic tool to analyze the 

existence of the limit cycles in nonlinear systems based on the 

frequency response method [28]. The idea of the method is 

based on Gaussian linearization, so that the nonlinear part is 

considered as a single block, the describing function is a 

complex coefficient based on the main harmonics of the 

nonlinear system whose input is sinusoidal and its output is 

obtained through the Fourier series. The DF has many 

applications in nonlinear controllers and extensive researches 

have been performed where different methods such as Two-

Sinusoid-Input Describing Function (TSIDF) and Dual-Input 

Describing Function (DIDF) have been proposed [26-29]. 

Despite the favourable characteristics of the describing 

functions, it is rarely used in adaptive control because of the 

complexity of the analysis of nonlinear systems with memory 

[29]. In a recent study, the stability of the MRAC is analyzed 

and the describing function of the controller is calculated 

using the DF method [25]. Although the DF is an approximate 

method, it is superior to other methods for nonlinear system 

analysis due to the desirable properties of the frequency 

response technique. In the following section, the method of 

the obtaining the function is introduced first, based on that, 
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the main system is divided into two linear and nonlinear parts. 

Then, the DF of the nonlinear sections is calculated and the 

stability analysis of the system will be provided via plotting 

the Nyquist diagram. 

3.1. Calculating The Describing Function 

If the nonlinear section is considered as a block with a 

sinusoidal input of amplitude 𝐴 and the frequency𝜔, i.e., 

𝑥(𝑡) = 𝐴𝑠𝑖𝑛(𝜔𝑡), its output, 𝑤(𝑡), is often a periodic 

function, despite it often being a non-sinusoidal (Fig. 1). 

Using the Fourier series, the periodic function 𝑤(𝑡) can be 

extended as (17): 

𝑤(𝑡) =
𝑎0

2
+ ∑ [𝑎𝑛 𝑐𝑜𝑠( 𝑛𝜔𝑡) + 𝑏𝑛 𝑠𝑖𝑛( 𝑛𝜔𝑡)]

∞
𝑛=1      (17) 

where the Fourier coefficients 𝑎𝑛 and 𝑏𝑛, which are often a 

function of 𝐴 and 𝜔, are determined by the equations below:  

𝑎0 =
1

𝜋
∫ 𝑤(𝑡)𝑑(𝜔𝑡)
𝜋

−𝜋

 

𝑎𝑛 =
1

𝜋
∫ 𝑤(𝑡) 𝑐𝑜𝑠( 𝑛𝜔𝑡)𝑑(𝜔𝑡)
𝜋

−𝜋

 

𝑏𝑛 =
1

𝜋
∫ 𝑤(𝑡) 𝑠𝑖𝑛( 𝑛𝜔𝑡)𝑑(𝜔𝑡)
𝜋

−𝜋

 

The describing function should have some conditions, 

one of which being 𝑎0 = 0. Furthermore, the main 

component is considered in the Fourier series. That is 

equation (18): 

 

𝑤(𝑡) ≈ 𝑤1(𝑡) = 𝑎1 𝑐𝑜𝑠(𝜔𝑡) + 𝑏1 𝑠𝑖𝑛(𝜔𝑡) 
= 𝑀 𝑠𝑖𝑛(𝜔𝑡 + 𝜑)        (18) 

where 

𝑀(𝐴,𝜔) = √𝑎1
2 + 𝑏1

2  

𝜑(𝐴,𝜔) = 𝑎𝑟𝑐𝑡𝑎𝑛(
𝑎1
𝑏1)

 

Equation (18) represents the main component 

corresponding to a sinusoidal input which is a sinusoidal with 

the same frequency as the input. This sinusoidal can be 

written as follows in a complex display as (19): 

𝑤1 = 𝑀𝑒
𝑗(𝜔𝑡+𝜑) = (𝑏1 + 𝑗𝑎1)𝑒

𝑗𝜔𝑡       (19) 

Similar to the concept of the frequency response function 

which was the ratio of the sinusoidal input and the sinusoidal 

output of a system in the frequency domain, the describing 

function of a nonlinear element is the complex ratio of the 

main component of the nonlinear element to the sinusoidal 

input.  This means equation (20): 

𝑁(𝐴,𝜔) =
𝑀𝑒𝑗(𝜔𝑡+𝜑)

𝐴𝑒𝑗𝜔𝑡
=
𝑀

𝐴
𝑒𝑗𝜑 =

1

𝐴
(𝑏1 + 𝑗𝑎1)     (20) 

3.2. Lure Model 

The proposed controller is designed based on the proven 

concepts in [21-22] and it will be assumed for transforming 

into a lure model that 𝑥𝑚(𝑡0) = 0. Since it is assumed for 

analyzing the describing function that 𝑟 = 0, therefore ∀𝑡 ≥
𝑡0  𝑥𝑚(𝑡) = 0 and ∀𝑡  𝑚𝑖(𝑡) = 0. Considering (14) and (16), 

the equation for the adaptive controller is as (21), and (22): 

𝜀0̇ = (𝛼00 + 𝜈0)𝜀0 + (𝑎1 + 𝜈1)𝜀1 + 𝑝𝑏𝜂 

�̇�𝑖 = −𝛾𝑖𝜀0𝜀𝑖         (21) 

where: 

𝛾𝑖 = {

𝑣𝑖𝑚𝑎𝑥
2 − 𝑣𝑖

2

𝑣𝑖𝑚𝑎𝑥
2 − 𝑣𝑖𝑚𝑎𝑥

′2 , 𝑖𝑓|𝑣𝑖| ≥ 𝑣𝑖𝑚𝑎𝑥
′ ⋀−𝜀0𝜀𝑖𝑣𝑖 > 0

𝛾′, 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

𝛾′ = 𝛾𝑝𝑏
2 

𝑣𝑖,𝑚𝑎𝑥 = 𝑣𝑖,𝑚𝑎𝑥
′ + 𝜖𝑖 , 𝜖𝑖 > 0       (22) 

Furthermore, from (21) we have 𝑣0 = −𝛾1𝜀0
2. Thus 𝑣0 is 

negative for all times if 𝑣0(𝑡0) >  −𝑣0,𝑚𝑎𝑥. Hence, the 

parameter 𝑣0 will ultimately converge to 𝑣0,𝑚𝑎𝑥 so, it is 

assumed that 𝑣0(𝑡0) = −𝑣0,𝑚𝑎𝑥. The control input is 

calculated according to Fig. 2 as follows: 

𝑢 = 𝑝𝑏
−1𝜈𝑇𝜀 = 𝑝𝑏

−1(−𝜈0,𝑚𝑎𝑥𝜀0 + 𝑣1𝜀1)      (23) 

where 𝑣0,𝑚𝑎𝑥 is a constant. 

To separate the linear part from the nonlinear one, the 

plant and its unmodeled dynamic are considered as the linear 

block 𝐺0, the section for updating the adaptation rules as a 

nonlinear block in the feedback, and the saturation is 

considered as a nonlinear block in the forward path (Fig. 3). 

3.3. Analyzing the Describing Function (DF) 

Typically, to compute the DF of the nonlinear part, all of 

it is considered as a single entity. Since there are two distinct 

nonlinear parts in here, the DF of each part is calculated 

individually. In order to obtain the DF of the adaptive rules 

section, it is assumed that one of its inputs is sinusoidal in the 

form of 𝜀1 = 𝐴1sin (𝜔1𝑡) which is produced from the linear 

part according to Fig. 4. 𝜀0 is acquired by putting 𝜀1 in (13) 

where we will have equations (24) and (25). 

𝜀0(𝑡) =
𝐴1(𝜔1 𝑐𝑜𝑠(𝜔1𝑡)−�̃�𝑚

′  𝑠𝑖𝑛(𝜔1𝑡))

𝑎0
       (24) 

𝑢(𝑡) = 

(
4�̃�𝑚

′ 𝐴1
3𝜑 − 8𝑎0𝐴1𝑣1,𝑚𝑎𝑥𝜔1 − 3𝐴1

3𝛾′𝜔1
8𝑎0𝜔1𝑝𝑏

) sin(𝜔1𝑡) 

+(
4𝐴1

3𝜔1 − 8𝐴1�̃�𝑚
′ 𝑣0,𝑚𝑎𝑥𝜔1

8𝑎0𝜔1𝑝𝑏
) sin(𝜔1𝑡) 

−(
𝐴1
3𝛾′�̃�𝑚

′ − 8𝐴1𝑣0,𝑚𝑎𝑥𝜔1
2

8𝑎0𝜔1𝑝𝑏
) cos(𝜔1𝑡) 

𝜑 = tan−1(
𝜔1

−�̃�𝑚
′ )         (25) 

The obtained 𝑢(𝑡) is approximate. Hence, according to 

the definition of the DF in (20), with 𝜀1 = 𝐴1sin (𝜔1𝑡) and 

the output in (25), the describing function of the nonlinear 

part in the feedback is acquired. 

𝑁𝐴.𝐿(𝐴1, 𝜔1) = (
4�̃�𝑚

′ 𝐴1
2𝜑 − 8𝑎0𝑣1,𝑚𝑎𝑥𝜔1 − 3𝐴1

2𝛾′𝜔1
8𝑎0𝜔1𝑝𝑏

) 

+(
4𝐴1

2𝜔1 − 8𝐴1�̃�𝑚
′ 𝑣0,𝑚𝑎𝑥𝜔1

8𝑎0𝜔1𝑝𝑏
) 

−𝑗(
𝐴1
2𝛾′�̃�𝑚

′ −8𝑣0,𝑚𝑎𝑥𝜔1
2

8𝑎0𝜔1𝑝𝑏
)       (26) 

To obtain the describing function of the saturation  
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Fig. 2: The block diagram of a nonlinear element. Below: 

the display of its describing function [24]. 

 

 

 

Fig. 3: The closed loop system with transformed states. 

 

 
Fig. 4: The simplified block diagram of the closed loop 

system with the describing function. 

 

section, it is assumed that 𝑢(𝑡) = 𝐴2sin (𝜔2𝑡). This way if 

𝐴2 > 𝑢𝑚𝑎𝑥 then the describing function will be as equation     

(27): 

𝑁𝑠𝑎𝑡(𝐴2) =
2

𝜋
[arcsin (

𝑢𝑚𝑎𝑥

𝐴2
) +

𝑢𝑚𝑎𝑥

𝐴2
√1 − (

𝑢𝑚𝑎𝑥

𝐴2
2 ]     (27) 

and if 𝐴2 < 𝑢𝑚𝑎𝑥 then 𝑁𝑠𝑎𝑡(𝐴2) = 1. The performance of the 

DF is that it allows the stability analysis of a nonlinear system 

in the frequency domain to be evaluated in the same manner 

as linear systems. Consider the system in Fig. 4 where the 

describing function of nonlinear elements is placed instead of 

the elements themselves. If it is assumed that 𝜀1 = 𝐴sin (𝜔𝑡) 
then the frequency response of the close-loop will be:  

𝐺0(𝑗𝜔)𝑁𝐴.𝐿(𝐴, 𝜔)𝑁𝑠𝑎𝑡(𝐴) + 1 = 0 
⇒ 𝐺0(𝑗𝜔)𝑁𝐴.𝐿(𝐴, 𝜔)𝑁𝑠𝑎𝑡(𝐴) = −1      (28) 

Therefore, the describing function can be used to present 

the stability and robustness of the closed-loop nonlinear 

systems in a graphical form, such as the Nyquist diagram. In 

this way that the Nyquist diagram of the linear part of the 

system 𝐺(𝑗𝜔) can be plotted as usual and the describing 

function −1 (𝑁𝐴.𝐿(𝐴, 𝐽𝜔⁄ )𝑁𝑠𝑎𝑡(𝐴)) for different amplitudes 

on the same axes. In this way, the intersection point of the two 

diagrams shows the amplitude and the frequency of the limit 

cycle. Alternatively, the diagram of 𝐺(𝑗𝜔)𝑁𝐴.𝐿(𝐴, 𝜔)𝑁𝑠𝑎𝑡(𝐴) 

is drawn for different amplitudes similar to the Nyquist 

diagram. Then, the point ‘-1’ is the point where the oscillation 

can occur [30]. It can be assumed stability analysis that the 

sinusoidal input has some phase, that is 𝜀1(𝑡) = 𝐴sin (𝜔𝑡 +
𝐵). Accordingly, there are two equations and three variables 

for acquiring the limit cycle. Thus, the obtained solution will 

not be unique anymore. Therefore, it is assumed that the main 

harmonic does not have any phase. 

Finally, given the initial conditions, it is observed that the 

obtained estimation for the limit cycle is correct and its 

amplitude and frequency has a very slight difference with the 

value acquired from the analysis. In the next section, this 

method is applied to a second-order system. 

4. SIMULATION EXAMPLE 

In this section, the intended method for stability analysis 

is simulated for a practical plant. By introducing the system 

in (1), the describing function of the adaptive rules in (26), 

and saturation in (27), the amplitude and frequency of the 

limit cycle will be achieved using (28), and after the analysis 

with the Nyquist diagram, the system is given the initial 

conditions. The analysis will be repeated for different values 

of the controller parameter and the saturation amplitude. The 

system of generic transport aircraft (DC-8) airplane is 

considered as the main system in the proposed method [31]. 

(
�̇�
�̇�
) = (

𝑍𝛼
𝑉

  1 +
𝑍𝑞
𝑉

𝑀𝛼     𝑀𝑞

)

⏟          
𝐴𝑝

(
𝛼
𝑞
)

⏟
𝑥𝑝

+ (

𝑍𝛿
𝑉
𝑀𝛿

)

⏟  
𝐵𝑝

𝛬(𝜐(𝑡) + 𝑓(𝑥𝑝)) 

𝑓(𝑥𝑝) = 𝑓(𝛼, 𝑞) = 𝐾𝛼𝛼 + 𝐾𝑞𝑞 

where 𝛼(deg) is the aircraft angle of attack, 𝑞(deg/s) is the 

pitch rate, 𝑉(ft/s) is the air speed (considered constant), 

𝑀𝛿 , 𝑀𝑞 , 𝑀𝛼 , 𝑍𝛿 , 𝑍𝑞 , 𝑍𝛼 are the stability converters of the 

plane, 𝛬 > 0 is the loss of control effectiveness, and 𝑓(𝑥𝑝) is 

the uncertainty of the dynamics of the system. 

𝐴𝑝 = (
−0.8060  1.0
−9.1486  − 4.59

)   𝐵𝑝 = (
−0.04
−4.59

)    

𝛬 = 0.5 ,  𝐾𝛼 = 1.5𝑀𝛼  ,  𝐾𝑞 = 0.5𝑀𝑞     (29) 

highly damped second-order unmodeled dynamics [18-27], 

described by 

𝐺𝜂 =
𝜔𝑛

2

𝑠2 + 2𝜁𝜔𝑛𝑠 + 𝜔𝑛
2

  

𝑤𝑖𝑡ℎ 𝜁 = 0.9912 𝜔𝑛 = 15.1327     (30) 

The control signal 𝛿𝑒 (deg) is the elevator deflection in 

this system and control rules for determining the reference 

model are obtained using the LQR method with weight 

matrices of 𝑅𝐿𝑄𝑅 = 1 and 𝑄𝐿𝑄𝑅 = 𝑑𝑖𝑎𝑔(0.5,0.5). Other 

unknown parameters are selected as (31): 

𝛾′ = 1, 𝑢𝑚𝑎𝑥 = 30  𝐵𝑚 = (
1
0
) , 𝑄 = (

0.2 0
0  40

)    (31) 

It can be shown that: 

�̃�𝑚
′
= 1.4995,    𝑎0 = 31.22,  𝜃∗ = [−0.0178 0.2185]𝑇 

𝑣0,𝑚𝑎𝑥 and 𝑣1,𝑚𝑎𝑥 are selected to be 5 and 3.2 respectively. 

The value for the amplitude and the frequency of the limit 

cycle is obtained to be 𝐴∗ = 27 and 𝜔∗ = 6.28 using (28). 
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Moreover, if all parameters are adjusted then G0 and NA. L are 

showed according to (32). Since the frequency of the limit 

cycle is determined by the plant, three different values are 

observed for the amplitude by drawing the Nyquist diagram 

for 𝐺0(𝑗𝜔)𝑁𝑡𝑜𝑡𝑎𝑙(𝑗𝜔). As the amplitude is reduced, the 

diagram will circle around the point ‘-1’ and vice versa. As 

explained before, the amplitude whose Nyquist diagram 

crosses the ‘-1’ point is the amplitude of the limit cycle. Fig. 

5 depicts the Nyquist diagram of the system for three different 

values of amplitudes. 

𝐺0(𝑆) =
−4.58𝑆 − 546.6

𝑆4 + 30.4𝑆3 + 282.9𝑆2 + 1346𝑆 + 9567
 

𝑁𝐴.𝐿(𝐴
∗ + 𝑗𝜔∗) = −2.6432 − 1.7036𝑖     (32) 

Other amplitudes and frequencies may apply to (28) such 

as 𝐴 = 5.5 and 𝜔 = 16.5. But a limit cycle is stable if all of 

the paths around it will ultimately converge to it and these 

conditions are formulated as below: 

𝜕(ℑ(−𝑁(𝐴,𝜔)𝐺0(𝑗𝜔)))

𝜕𝜔
|𝐴∗,𝜔∗ > 0 

𝜕(ℜ(−𝑁(𝐴,𝜔)𝐺0(𝑗𝜔)))

𝜕𝐴
|𝐴∗,𝜔∗ > 0 

Eventually, considering the system in (1), and (29), the 

unmodeled dynamic in (2), (30), the saturation in (3), the 

reference model in (5), and the adaptation rules in (31), the 

stable initial condition is acquired by changing the initial 

conditions 𝜀1(0) and other initial conditions as follows: 

𝑥𝑚(0) = 0 , 𝑥𝜂(0) = 0  

𝑥𝑝(0) = 𝐶
−1𝜀(0) , 𝜀0(0) = 0.35𝜀1(0) 

Also, the controller parameters are as below: 

𝑣0𝑚𝑎𝑥 = 5, 𝜖0 = 0.1𝑣0𝑚𝑎𝑥, 𝑣1𝑚𝑎𝑥 = 3.2, 𝜖1 = 0.02𝑣1𝑚𝑎𝑥 

𝑣𝑖𝑚𝑎𝑥 = 𝑣𝑖𝑚𝑎𝑥+
′ 𝜖𝑖 

In Fig. 6, the transformed error is displayed for two 

different initial values. Regarding the obtained values for the 

amplitude and frequency from the analysis, it is observed that 

the describing function method could successfully predict the 

limit cycle and according to the practical features of the 

system, the initial conditions of the states were less than 30 

degrees. 

The saturated control signal for this limit cycle is almost 

similar to the saturated control signal which is obtained by 

applying a sinusoidal input with the amplitude and frequency 

of the limit cycle. These two signals will approximately 

coincide with each other in most times because the limit cycle 

reaches its stability and this shows the appropriate initial 

conditions and the correct estimation of the limit cycle (Fig. 

7). 

As seen in (27), and (28), it is obvious that the DF is 

dependent on 𝑣0,𝑚𝑎𝑥, 𝑣1,𝑚𝑎𝑥 and 𝑢𝑚𝑎𝑥. This means that by 

changing these values, the limit cycle of the system will 

change. By changing the amplitude from 30 to 15 and the 

controller parameters being constant 𝑣1,𝑚𝑎𝑥 = 3.2, and 

𝑣2,𝑚𝑎𝑥 = 5, the values 𝐴 = 45.5 and 𝜔 = 6.3 are obtained 

for the limit cycle from the frequency analysis. This limit 

cycle is shown in Fig. 8 for two different initial conditions. 

 
Fig. 5: The Nyquist diagram of 𝐺(𝑗𝜔)𝑁(𝐴,𝜔). 

 

 
(a) 

 
(b) 

Fig. 6: The display of the stable limit cycle for two different 

initial conditions and the values umax = 30, v1,max = 3.2, 

and v0,max = 5, (a) 𝜀1(0) = 38 and 𝑥𝑝(0) = [15.6   20.9]
𝑇, 

and (b) 𝜀1(0) = 10 and 𝑥𝑝(0) = [4.14   5.5]
𝑇. 

 

 
Fig. 7: The saturated control signal with 𝑢𝑚𝑎𝑥 = 30 and the 

initial conditions of 𝜀1(0) = 10 and the next with the input 

𝜀1(𝑡) = 𝐴
∗ 𝑠𝑖𝑛(𝜔∗𝑡). 

Now, if the values are set to 𝑣0,𝑚𝑎𝑥 = 0.2, and 𝑣1,𝑚𝑎𝑥 = 1.3 

and the saturation amplitude stays constant 𝑢𝑚𝑎𝑥 = 15, the  
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(a) 

 
(b) 

Fig. 8: The stable limit cycle for 𝑢𝑚𝑎𝑥 = 15, 𝑣0,𝑚𝑎𝑥 = 0.2 

and 𝑣1,𝑚𝑎𝑥 = 1.3, (a) The transformed error for initial 

conditions 𝜀1(0) = 18 and 𝑥𝑝(0) = [7.4   9.8]
𝑇, and (b) The 

transformed error for initial conditions 𝜀1(0) = 35 and 

𝑥𝑝(0) = [14.5   19.3]
𝑇. 

 

 
(a) 

 
(b) 

Fig. 9: The stable limit cycle for 𝑢𝑚𝑎𝑥 = 15, 𝑣0,𝑚𝑎𝑥 = 0.2, 

and 𝑣1,𝑚𝑎𝑥 = 1.3, (a) The transformed error for initial 

conditions 𝜀1(0) = 50 and 𝑥𝑝(0) = [20.7   27.46]
𝑇, and (b) 

The transformed error for initial conditions 𝜀1(0) = 12 and 

𝑥𝑝(0) = [4.96   6.6]
𝑇. 

amplitude and the frequency of the limit cycle are acquired as 

𝐴 = 39.5 and 𝜔 = 6.3 from the analysis. As seen in Fig. 9, 

the numerical simulation confirms the estimation obtained 

from the DF method. The limit cycle has a slight difference 

with the results of the analysis, the difference can be 

attributed to the describing function method because it is an 

approximate analytical method. The control signal and the 

saturated control signal for these updates and saturation 

parameters with the initial conditions 𝑥𝑝(0) = [4.96   6.6]
𝑇 

are shown in Fig. 10. 

5. CONCLUSION 

In this work, an accurate stability analysis method for the 

model reference adaptive controller for second-order systems  

 
Fig. 10: The control signal and the saturated control signal 

for initial conditions 𝜀1(0) = 12, 𝑢𝑚𝑎𝑥 = 15, 𝑣0,𝑚𝑎𝑥 = 0.2, 

and 𝑣1,𝑚𝑎𝑥 = 1.3. 

in the presence of saturation, unmodeled dynamics and the 

uncertainty of the system has been proposed. The recognition 

of the effects of nonlinear factors such as saturation in the 

stability analysis of systems is undeniable. Since the 

describing function is one of the accurate methods for 

nonlinear systems analysis and in the general system, there 

were two nonlinear parts including saturation and the 

nonlinear adaptive controller, the DF method was employed 

for the stability analysis of the system and to predict the stable 

limit cycles. Using this analytical method, the accurate 

estimation of the limit cycle was performed and the 

parameters of the applied algorithm were adjusted in the 

MRAC and conditions were established so that the system 

reached its stable limit cycle given the initial conditions of 

variables. One of the main features of the proposed method is 

the use of frequency analysis to predict the limit cycles of the 

system and the correct approximation of their amplitude and 

frequency. The simulation results demonstrate the integrity of 

the method for second-order systems by changing the 

saturation amplitude and the controller adjustment parameter. 
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Abstract: Nowadays, planar spiral coils are widely used in different applications. Mutual inductance of two adjacent 

coils, is one of the critical operating principles in near-field wireless power and data transmission systems, significantly 

impacting their performance. Hence, in this study, the mutual inductance between two similar concentric planar spiral 

coils is investigated. The effect of main parameters, including the track width, w, and the space between two consecutive 

turns, s, with a fixed inner and outer diameter of the coils are investigated. The Taguchi method using the L16 array in 

Minitab environment is used to optimize design parameters. The samples of applied Taguchi, are modeled and simulated 

via ANSYS Maxwell. The results show that the mutual inductance increases by reducing the two investigated parameters. 

Based on the Taguchi analysis, it is revealed that the effect of the response for both of the investigated parameters is very 

close. By applying the main effect analysis the obtained results are verified. This interesting result is important in the 

design of planar spiral coils while we have fabrication limitations in a real sensor design realization. 

Keywords: Mutual inductance, planar coil, 3D modeling. 
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1. INTRODUCTION 

Planar coils are widely utilized in diverse applications, 

from blood pressure measurement to fabrication of electronic 

cards. These coils are considered as a proper wireless 

connection choice, especially in a limited space [1]. 

Calculation of inductance and resistance for planar coils is 

critical because of their vital and direct role in the 

performance of coils. They are called planar or flat coils due 

to placement of the coil components almost on a plane. This 

is a huge advantage comparing with solenoid coils; because 

they occupy less space than solenoid coils; so, they are 

suitable for applications with size constraints such as Micro-

electromechanical systems (MEMS) [2] or implantable 

medical components (e.g., heart pumps). Planar coils can be 

built on a rigid or non-rigid substrate; it means that they can 

be integrated on the Printed Circuit Boards (PCBs) as well as 

flexible substrates. Planar coils can be produced in the batch 

production systems, which leads to a cost-effective 

manufacturing process. According to these features, planar 

coils have different applications such as remote health 

monitoring, wireless power transmission, induction heating, 

and radiofrequency detection [3]. Mutual inductance of two 

adjacent coils, is one of the critical operating principles in 

near field wireless power and data transmission systems, 

significantly impacting their performance.  Hence, in this 

study, the mutual inductance between two similar concentric 

planar spiral coils are investigated. In particular, two different 

analytical methods exist to compute the mutual inductance 

between two coils, including loop inductance procedure and 

partial inductance procedure. While the loop inductance 

procedure calculates the inductance considering the whole 

structure, the partial inductance procedure deals with each 

part of the coil. One of these methods can be employed as an 

optimal method to solve the problem based on the geometric 

features of the structure. For example, in structures with 

unparalleled planar coils, the loop method makes the situation 

complicated. Grover [4] presented a model to calculate the 

mutual inductance between two wires located in the desired 

position in the space; this method calculates the mutual 
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inductance between the studied two wires well. Based on this 

model, Cheng and Shu [5] provided a relationship for 

computing the mutual inductance between two square-shaped 

coaxial loops using the partial inductance procedure; 

although the method can calculate the mutual inductance 

between the square-shaped loops, but it is not suitable for 

non-square and polygon loops. Greenhouse [6], also tried to 

use the partial method to calculate the inductance of a square-

shaped planar spiral coil. Abbaspour et al. [7] used the partial 

inductance to obtain the mutual inductance between two 

square-shaped coils, which was limited by the shape and 

location of the coils. Tavakkoli et al. [8] suggested a novel 

model based on the partial inductance procedure that 

calculates the mutual inductance between two parallel coaxial 

planar spiral coils with arbitrary number of sides; in their 

study, they have compared the results of their method with 

practical experiments and computer simulations and show 

that their method works well in comparison to the others’ 

result. However, this method requires two coaxial and 

paralleled coils, limiting its application. Ji et al. [9] used 

relationship to calculate the mutual inductance between the 

circular and square coils using the circular matrix. Inferring 

from Newman's relationship, they proposed a method to 

calculate the mutual inductance between two coils in the 

arbitrary states. This method can be considered as an essential 

step in the field due to removing spatial constraints from the 

computation. However, it can calculate the mutual inductance 

between two coils in the arbitrary states but it is geometrically 

limited to circular and square coils. Due to the importance of 

the planar spiral coils, there are a lot of studies around this 

subject. The design parameters of the planar spiral coils and 

their optimization are important and at the same time, 

interesting topic in this field. The design parameters directly 

affect the different properties of the coils. For example, Chen 

et al. [10] investigated the effect of design parameters on the 

resonant frequency in the double layer printed spiral coils to 

transfer the wireless power. In the previous studies the direct 

impact of geometrical parameters, such as the track thickness, 

track width or space between two consecutive turns of the 

coil, on the mutual inductance is not studied. Hence, in this 

paper, we investigate the effect of mentioned parameters on 

the mutual inductance between two similar planar spiral coils 

with internal and external diameter limits. Considering the 

whole permutations for all of design parameters, can be time-

consuming and sometimes it is impossible. Therefore, in 

order to investigate the effect of geometric parameters on 

mutual inductance, we used the Taguchi design method 

which reduces the number of the cases and can achieve a 

desired result in an optimal state. The Taguchi 

method optimizes design parameters to minimize variation 

before optimizing design to hit mean target values for output 

parameters [11]. The extracted cases of Taguchi are modelled 

and simulated via ANSYS Maxwell to get the simulation 

results and then, the simulation results are analyzed using the 

Taguchi analysis method. The main effect analysis is used to 

verify the final results. 

2. MATERIALS AND METHODS 

2.1. Design of Simulations 

As it stated, Taguchi method is a powerful tool for the 

design of high quality systems. It is a simple, efficient and 

systematic approach to optimize designs for performance, 

quality, and cost. The methodology is valuable when the 

design parameters are qualitative and discrete. Parameter 

design via Taguchi can optimize the performance 

characteristics through the setting of design parameters and 

reduce the sensitivity of the system performance to sources of 

variation [11]. Fewer experiments/simulations means less 

time and cost. Taguchi provides an orthogonal array of 

variables and levels for experiments/simulations. Taguchi 

method proposes a minimum number of necessary 

experiments/simulations to reach a proper conclusion [12]. 

So, due to the large number of the cases for an all-inclusive 

analysis of geometric parameters, we tried to use the Taguchi 

method to design our cases for an optimal simulation process; 

and here, the impact of the width of the track, w, and space 

between two consecutive turns of the coil, s, on the mutual 

inductance between two concentric similar planar circular 

coils considering a limit for inner diameter, di, and also a limit 

for outer diameter, do, is investigated (see Fig. 1).  

According to Table 1, two parameters, i.e., w and s are 

introduced to Minitab software as factors in four levels. The 

designs are simulated using the ANSYS Maxwell software 

according the Taguchi L16 orthogonal array which is applied 

in Minitab software. Table 2 presents the configuration of the 

designs. 

2.2. Finite Element Analysis (FEA)  

FEA methods are widely used in scientific and industrial 

studies. In the field of electromagnetics, also, simulation 

software are widely developed. ANSYS Maxwell software is 

one of them which is widely used in the study of various 

problems in the field of electromagnetics. In particular, 

recently, the use of this software for studying the mutual 

inductance in planar inductors attracted a great interest. Due 

to its capabilities and ease of use, in this article, ANSYS 

Maxwell software is used to simulate and calculate the mutual 

inductance between two planar coils. 

The samples of Taguchi’s result, are modelled and 

simulated via ANSYS Maxwell. The coils are designed in the 

circular shape with a rectangular cross-section; di, do, track 

thickness, and vertical space between two fixed coils are 

considered 5, 15, 0.02, and 10 mm, respectively. In all of the 

models, coils’ material are considered to be "copper" and the 

surrounding environment is assumed to be "air". Fig. 2 shows 

a sample of two planar spiral coils in ANSYS Maxwell 

software. It is noted that in the modelling of samples and  

 

 
Fig. 1: The used parameters in the modeling. 
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Table 1: Variables and levels. 

Variables Levels 

1 2 3 4 

w [mm] 2 2.5 3 3.5 

s [mm] 0.5 1 1.5 2 

 

 
Fig. 2: A sample of two concentric planar spiral circular 

coils in ANSYS Maxwell software. 

Table 2: The configuration of simulations using Taguchi's 

L16 orthogonal array and the obtained results. 

sample number w s Mutual Inductance [nH] 

1 1 1 73.87 

2 1 2 41.46 

3 1 3 18.83 

4 1 4 12.41 

5 2 1 41.52 

6 2 2 19.90 

7 2 3 12.89 

8 2 4 8.74 

9 3 1 19.13 

10 3 2 13.21 

11 3 3 8.27 

12 3 4 6.32 

13 4 1 12.61 

14 4 2 8.79 

15 4 3 6.43 

16 4 4 5.49 

 

based on (1), the number of coil turns is a function of w and 

s, while internal and external diameters of planar coils are 

considered the same in all samples. 

𝑁 =
𝑑𝑜 − 𝑑𝑖
2(𝑤 + 𝑠)

 (1) 

where N, di, do, s and w are the number of turns, inner 

diameter, outer diameter, space between two consecutive 

turns, and track width of the coil, respectively. 

3. RESULTS 

The results for the effect of the track width and spacing 

between two consecutive turns on the mutual inductance 

between two concentric planar spiral circular coils by 

applying a limit on inner and outer diameters is presented 

here. The results of the simulation for proposed Taguchi’s 

samples are reported in Table 2 as well as in Fig. 3.  

Fig. 3 illustrates the variation of the mutual inductance 

value between two similar concentric planar spiral circular 

coils at the vertical distance of 10 mm from each other, the 

inner diameter of 5 mm, outer diameter of 15 mm, and track 

thickness of 0.02 mm with respect to the variation of space 

between two consecutive turns and track width of the coil. 

According to this graph, one can easily observe that the 

decrease of studied parameters, i.e. w and s, leads to an 

increase in mutual inductance value. Here, it should be 

notified that reducing w and s will increase the mutual 

inductance, but w and s reduction will increase DC resistance 

and coupling capacitance, respectively. 

Fig. 4 shows the magnetic field density on the zy plane 

(Fig. 2) for sample 1 at Table 2.  

Finally, to investigate and analyze the results of 

simulations, the mutual inductance values are entered into 

Minitab Software, and then Taguchi design analysis is 

performed on the data. The results of this analysis are 

presented in Table 3 and Fig. 5. Table 3 shows the signal-to-

noise ratio for each factor at different levels. This ratio 

expresses the scattering around the specific value. The more 

the ratio is, the less the scattering is. So, the impact of the 

scattering variable will be more important. 

In Table 3, delta which shows the difference between the 

highest and lowest mean response values for each factor, 

represents the relative impact of each factor on the response. 

The more the delta for each factor is, the more the impact on 

the response is. Regarding the delta value, the effective 

factors can be ranked [13]. According to the results in Table 

3 and the delta values, which are 28.31and 28.54 for w and s, 

respectively, it can be concluded that the variation impact of 

both parameters on the mutual inductance between two planar 

coils is almost the same. 

Fig. 5 shows diagram graph which is related to the 

analysis of the main effect. It represents the impact of 

variables on the output values. According to section w, at the 

left side of Fig. 5, one can see that the smaller the track width 

is, the more the mutual inductance is. Also, the s section, at 

the right side, indicates that the smaller the space between two 

consecutive turns is, a higher value for the mutual inductance 

can be obtained. Therefore, the main effect analysis verifies 

the results of previous analyses. 

4. CONCLUSION 

In this article, the impact of track width, w, and spacing 

between two consecutive turns of the coils, s, on the mutual 

inductance between two concentric planar spiral circular coils 

was investigated for a fixed inner and outer diameters. For 

this purpose Taguchi method was used to design an optimal 

simulation table. Then, ANSYS Maxwell software was used 

to calculate the mutual inductance between two coils. The 

mutual inductance obtained from simulation results, are 

analyzed by Taguchi concepts and the main effect analysis is 

also performed to verify the results. The obtained results and 

performed analyses shows that the reduction of w and s lead 

to an increase in mutual inductance. Based on the results, it is 

shown that the effect of both of the investigated parameters,  
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Fig. 3: The variation of mutual inductance value with 

respect to the variation of the space between two 

consecutive turns, s, and track width, w, of the coils. 

 
Fig. 4: The magnetic field density on the zy plane (Fig. 2) 

for sample 1 at Table 2. 

 

Table 3: Signal to noise ratio (larger is better). 

Level w s 

1 36.64 36.78 

2 20.76 20.84 

3 11.83 11.61 

4 8.33 8.24 

Delta 28.31 28.54 

Rank 2 1 

 

i.e. w and s, is very close to each other. This compelling result 

is important in design of planar spiral coils where fabrication 

issues can be a challenge in real applications.  Finally, we 

declare that although, reducing w and s will increase the 

mutual inductance, it will increase DC resistance and 

coupling capacitance. The important point is that the mutual 

inductance is not the only effective factor in the systems 

associated with planar coils; and the coil resistance and 

coupling capacitance must also be considered in the design of  

 
Fig. 5: The result obtained from the main effect analysis. 

such a system. So, these side effects must be considered 

depending on any specific application which can be studied 

in the future works. 
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Abstract: Partial Discharge (PD) measurement is one of the best solutions for condition assessment of Gas Insulated 

Switchgears (GISs). For having Condition-based maintenance of GIS, online PD monitoring is of great importance. For 

this aim, Ultra High Frequency (UHF) PD sensors should be installed inside the GIS during the installation. However, in 

most installed GISs in industries, the internal UHF PD sensors are not installed. In this paper, a new method for online 

defect type recognition according to external UHF PD sensors and based on the time-frequency representation of PD 

signal is proposed. In this case, four artificial defect types named protrusion on the main conductor, protrusion on the 

enclosure, free moving metal particle, and metal particle on spacer are implanted inside the 132 kV L-Shaped structure 

of one phase in enclosure GIS. The signal energy at each level of the decomposed signal by Discrete Wavelet Transform 

(DWT) is applied for features of each defect type. The trends of signal energy variations at each frequency range of signal 

are applied for discriminating between each defect type. The Deep Feed Forward Network (DFFN) classifier is applied 

for PD pattern recognition. The results show the benefits and simplicity of the proposed method for PD signal 

classification, independent from the position of the PD sensor, especially in the case of online PD monitoring of GIS. 
 

Keywords: Gas insulated switchgear (GIS), partial discharge (PD), ultrahigh frequency (UHF) measurements, pattern 

recognition, time-frequency representation. 
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1. INTRODUCTION 

Partial Discharge (PD) monitoring is one of the most 

useful method for detecting insulation defects in the early 

stages of development in Gas Insulated Switchgears (GIS). 

PD occurrence can be monitored via different methods such 

as conventional electrical IEC 60270 method [1]-[2], gas 

analysis method [3], ultrasonic method [4], optical detection 

method [5] and electromagnetic method in GIS [6]. The 

conventional electrical IEC 60270 technique is one the most 

popular method for PD detection in GIS [7]. In this method, 

the PD apparent charge can be measured via a coupling 

device. The main advantage of this method is quantifying the 

discharge level in pico-colomb range [8]. However, the main 

disadvantage of using the IEC 60270 method is needing to 

use coupling capacitor device which imposed some 

restrictions, especially in at-site testing [9]. The ratio of 

coupling capacitor value to the test object equivalent 

capacitance has great impact on measurement sensitivity. 

This is in great importance especially in case of at-site GIS 

testing with long length, since applying large value of 

coupling capacitor can be difficult. Furthermore, the other 

disadvantage of this method is its sensitivity to internal and 

external interferences [10]. 

The acoustic detection method can be employed for 

measuring the acoustic waves generated by PD within the 

GIS. The advantage of this method is its well quantification 

of the PD level and the risk assessment during online 

operation [11]. However, the main disadvantage of this 

method is the high uncertainty in the obtained results due to 

existence of noise and electric interferences [12]. The optical 

spectrum of measured signal via optical sensors installed in a 

GIS system varies due to presence of contaminants or surface 

roughness. This is another way for partial discharge detection 

[13]. However, the application of optical detection method is 

restricted due to limitation in accessing the GIS interior 
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design information. Also, some components of GIS such as 

solid spacers and cable or cable sealing ends can be 

unchecked during PD measurement via this method. Another 

method to detect occurrence of PD within the GIS is by 

analysis of by-products of SF6 decomposition [14]. With 

quantifying the decomposed components of SF6, the level of 

insulation degradation and the type of defects can be reached 

[15]. One of the dis advantage of this method is that it should 

be performed off-line and the generated by-products due to 

decomposition of SF6 is time-consuming process. Also, some 

defect types, such as: occurrence of voids within the epoxy 

insulating material of GIS spacer or another insulator can be 

undetectable with this method. 

Ultra High Frequency (UHF) sensors can be applied to 

measure the radiated electromagnetic waves due to PD 

occurrence within the GIS. The internal and external UHF 

sensors can be exploited for measuring PD in GIS [16-17].  

Unlike the preferences of internal sensors compared to 

the external ones due to better sensitivity and noise immunity 

features, however in most GIS in service, these internal 

sensors have not been installed. Accordingly, the external 

sensors can be applied for PD monitoring. One of the main 

challenges in UHF PD monitoring systems of GIS is 

distinguishing the type of defects. The recorded PD wave 

shape can be changed with defect type within the GIS [18]. 

However, some parameters such as the distance between the 

measuring sensor and the defect [18], the propagation path 

due to configuration of GIS such as L-Shaped and T-Shaped 

structure, spacer thickness and disconnectors [19-21], can 

influence on PD measured wave shape. Recorded PD data can 

be represented via Phase-Resolved Partial Discharge (PRPD) 

or Time-Resolved pattern. In PRPD pattern, usually the PD 

magnitude in (mV), phase angle of applied voltage at the time 

of PD occurrence and the number of PD occurred are 

represented [22]. In time-resolved patterns of PD wave shape 

of PD signal is recorded and the type of defects can be 

distinguished due to the fact that each defect can result in 

specified PD wave shape. Although the efficiency of PRPD 

pattern analysis in recognition of defect type is proven but, 

one of its main challenge is occurring two or more defects 

simultaneously within the GIS. In this case, the segregation 

of patterns can be difficult [23]. In some works, the time-

domain pattern is applied for PD defect recognition [24]. In 

[25], the envelope detection circuit (based on a mathematical 

method for waveform estimation) is applied to extract the 

time-domain signal. Then, the noise reduction technique 

based on wavelet is used to extract the de-noised PD wave 

shape. The pattern classification is performed using the “back 

propagation neural network” (BPNN). In [26], the Damper-

Shafer (DS) theory is established for feature extraction from 

both PRPD and time-domain pattern of PD within 126 kV 

GIS. In [27], the Convolutional Neural Network (CNN) is 

used to classify the extracted features from time-frequency 

representation of the signal. In [28], the gray scale image for 

time-frequency representation of PD signal using S-

Transform is applied to extract features from five regions of 

Transverse Electromagnetic (TE) mode. The extracted 

features based on low order moments and J-criterion are feed 

to three classification methods, named Support Vector 

Machine (SVM), K-Nearest Neighbor (KNN) and particle 

swarm optimized Extreme Learning Machine (ELM). Finally, 

it is shown that the ELM has a better performance not only in 

respect to the classification accuracy, but also in the learning 

process and the test speeds. 

However, in most of the recent works for pattern 

recognition of PDs in GIS, the employed data are related to 

the recorded PD data from the UHF sensors installed inside 

the GIS enclosure. Also, in some works, the proposed 

methods are complex and in practice, their implementation is 

difficult. Since the internal UHF PD sensors have not been 

installed in most of GIS under operations in the electric power 

industries around the world, the only way for UHF PD online 

monitoring is the application of the external UHF sensor. 

Thus, the authors propose a method for pattern recognition of 

recorded PD data captured by an external UHF PD sensor 

installed on a sample GIS busbar. Therefore, the L-shape 

arrangement of GIS sample busbar with artificial embedded 

defects are applied for the PD measurements. Then, the time-

frequency representation of PD signal from wavelet 

transform is used to identify the features that can discriminate 

among the various defects. It is shown the energy of the 

signals in various frequency ranges are different for different 

type of defects. Finally, the DFNN classifier is applied for 

classification of the detected PD defect types. 

2. EXPERIMENTAL SETUP 

The L-shape structure of gas insulated busbar is selected 

for implanting four artificial defects and it is shown in Fig. 1 

This L-shape arrangement of GIS model is constructed with 

one phase conductor in enclosure and the rated voltage for 

this model is 132 kV. The absolute SF6 gas pressure in this 

L-shape model is 4 bar. This L-shape structure is connected 

to oil-insulated busbar which is terminated with an air-

insulated bushing to apply high voltage as shown in Fig. 1.  

Two inspection windows are considered at the end of the 

straight part and the L-shape part of this model. These 

windows are designed in such a way that a UHF PD sensors 

can be placed in them for capturing the PD data. The UHF PD 

sensors installation location is shown in Fig. 2. 

Two inspection windows are considered at the end of the 

straight part and the L-shape part of this model. These 

windows are designed in such a way that a UHF PD sensors 

can be placed in them for capturing the PD data. The UHF PD 

sensors installation location is shown in Fig. 2. 
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Fig. 1: The L-shape arrangements of GIS experimental busbar, (a) side view (b) 3D view (c) installed in HV laboratory of 

Electrical Engineering Department, Sharif University of Technology. 

 

 
(a) (b) 

Fig. 2: External UHF PD Sensor installation on observing window of L-Shape GIS model, (a) UHF PD sensor 1, (b) UHF PD 

sensor 2. 
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Two types of UHF PD sensors, called externally and 

internally connected UHF sensors, can be applied for PD 

measurements in GIS. Although the internally connected PD 

sensors are more sensitive than the externally connected ones, 

but in most energized GIS in industries, the internally PD 

sensors have not been installed inside the GIS. Accordingly, 

the condition monitoring and PD measurements can just only 

be performed with externally connected PD sensors. Various 

types of externally UHF antenna such as bio-conical log 

periodic antenna, loop antenna, horn antenna, dipole antenna 

and planar antenna can be applied for PD measurements [29]-

[33]. The external PD sensors can be applied both at the bush 

type spacers (spacers with no metallic coverage) and at the 

inspecting windows of disconnect and earthing switches. All 

the above mentioned antennas have features and quality that 

can be chosen for reaching the specified goal. As an example, 

horn antenna have the most sensitivity at higher frequencies 

which the dipole and log-periodic antenna have better 

frequency response at lower range of frequencies. However, 

there are some restrictions for using these antennas due to the 

position where they should be applied. In this case, the dipole 

antenna can have the best performance since be directly 

connected to the flanges. 

In this study, the aim is discriminating the difference 

between various types of defects due to time-domain 

measured PD signals, the horn antenna is applied for 

measuring UHF PD signals. The frequency response of the 

horn antenna UHF PD sensor is presented in Fig. 3. 

Four typical defects named: 1- metal protrusions on main 

HV conductor, 2- metal protrusions on grounded enclosure, 

3- free moving metal particle and 4- A metal particle on epoxy 

resin insulating material of GIS spacer are implemented in to 

this GIS busbar system as artificial defects (Fig. 4). The 

 

 
Fig. 3: Frequency Response of horn antenna. 

defects number 1 and 2 are created via a 2 cm sharp point 

needle, soldering it to the main HV conductor and enclosure 

of the model, respectively (Fig. 4a, and b). While, defect No. 

3 is implanted in this experimental GIS system using some 

little free moving metal particles; each of them 1 mm in length 

(Fig. 4c). A 2 cm length of metal wire is located in a fixed 

position on the surface of epoxy insulating material of the GIS 

system spacer; between the core HV conductor and the 

grounded enclosure, to represent the defect No. 4 (as shown 

in Fig. 4d). 

The main circuit and the experimental test setup for 

measurement of electromagnetic radiation due to the PD 

occurrence are depicted in Fig. 5. The positions of implanted 

the defects are in the straight section of the GIS busbar model; 

as shown in Fig. 1. 

 

 

 
Fig. 4: Four artificial defect types, as applied to the experimental L-shaped GIS busbar, (a) protrusion on the main HV 

conductor, (b) protrusion on the enclosure of GIS, (c) free moving metal particle, (d) metal on epoxy resin of GIS spacer. 

 

(a) (b) 

(c) (d) 
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(a) 

 
(b) 

Fig. 5: (a) The test setup in the HV laboratory, and (b) the PD test circuit using UHF sensor. 

3. DATA ACQUISITION 

The recorded time-domain PD pulse for four defect types 

implanted in the L-shape GIS experimental model, using 

UHF sensor No. 1 are represented in Fig. 5. The magnitude 

of PD pulses are per-united based on the maximum measured 

value of PD for each defect by sensor No. 1. Each PD signal 

is recorded over 1100 time samples and each sample has a 

length of 0.02 ns. 

As it can be seen the PD wave shape related to each 

defect have some differences compared to each other. It needs 

to be considered that these recorded data are based on the 

positioning of UHF PD sensors No. 1, which is just directly 

in line with defects implantation. In Fig. 6, the recorded time- 

domain PD wave shape are related to the four defect types, 

through the UHF PD sensor No. 2 measurement. 

As it can be seen, there are significant differences 

between recorded PD signal waveform from sensor No. 1 and 

sensor No. 2. These differences are strongly related to the 

position of each measuring UHF PD sensor. Based on their 

positions, the radiations and reflections of electromagnetic 

PD waves on their ways to reach the UHF sensors can result 

in different time-domain PD recorded wave shapes. Since the 

PD sensor No. 1 is very close to the defect’s position, the 

radiated electromagnetic PD waves are directly reached to 

this sensor. Therefore, the recorded PD data have less 

distortions and fluctuations. However, the recorded PD 

waveform by sensor No.2 contains a lot of fluctuations. The 

other important fact is that the amplitude of the recorded PD 

data strongly depends on the relative location of the defect 

and sensor position. It is obvious, that as the defect position 

is more close to the UHF PD sensor results in higher 

amplitude of measured PD. This is very important especially 

in case of using external PD sensor. Accordingly, the 

proposed method for defect type recognition is independent 

from PD magnitude and the amplitude of presented PD wave 

shape in Fig. 6 and Fig. 7 are per-united. 



R. Rostaminia et al.  Journal of Applied Research in Electrical Engineering, Vol. 2, No. 1, pp. 75-86, 2023 

80 

 

 

 
Fig. 6: PD time-domain signal measured by sensor No. 1 for the four different defect models. 

 
Fig. 7: PD time-domain signal measured by sensor No. 2 for four defect models. 

 

4. FEATURE EXTRACTION AND PATTERN CLASSIFICATION 

As it can be seen from Fig. 5 and Fig. 6, the recorded PD 

data from one specific defect have considerable differences in 

their wave shape based on positioning of UHF PD sensor. 

Accordingly, some features related to their wave shape may 

have not enough capability for discrimination between each 

defect type. To solve this problem, the time-frequency 

representation of PD signal based on Discrete Wavelet 

Transform (DWT) is proposed in this paper. 

4.1. Discrete Wavelet Transform 

The Discrete Wavelet Transform (DWT) is a well-known 

choice for representing time- frequency representation of 

signals with lots of distortions. With selecting proper mother 

wavelet, a signal can be decomposed in different levels to 

some of its different frequency ranges at specific times. Based 

on decomposition level, the coefficient of similarity between 
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original signal wave and mother wavelet is represented in 

time- domain. The decomposition level of original signal 

wave strongly depends on frequency components of original 

signal. At each level of decomposition, a low-pass and high-

pass filter is applied to the signal. The output of low-pass and 

high-pass filters are called the signal approximation and 

signal details, respectively. 

The “db-4” is selected as mother wavelet for signal 

decomposition. The frequency range of recorded PD wave is 

restricted to 1 GHz due to limitation of frequency ranges of 

oscilloscope. Accordingly, three decomposition levels are 

selected and their related frequency ranges for “signal 

approximation” and “signal details” at each decomposed 

level of wavelet transform are shown in Fig. 8. At 

decomposition level 1 of PD signal, the approximation and 

details of the signal have the components with frequency 

ranges 0-0.5 GHz and 0.5 to 1 GHz, respectively. Also at 

decomposition level 2, the coefficients of the signal in 

approximation and details are in frequency ranges between 0-

250 MHz and 250-500 MHz, respectively. Finally, at 

decomposition level 3, the approximation and details of 

signal have frequencies 0-125 MHz and 125-250 MHz, 

respectively. 

In Fig. 9 and Fig. 10, the main PD signal wave and the 

approximation at level 3 and details at level 1, 2 and 3 of 

discrete wavelet transform for the four defect types of UHF 

sensor 1 and 2 are shown, respectively. 

 

 
Fig. 8: The Discrete Wavelet Transform decomposition 

level applied to measured PD signal. 

 

 

 

Fig. 9: The Main signal and the approximation and details of DWT for four defect types of UHF sensor 1. 
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Fig. 10: The Main signal and the approximation and details of DWT for four defect types of UHF sensor 2. 

Since the magnitude of PD pulse strongly depends on the 

distance of PD source and the UHF PD sensor, then the 

features extracted for pattern recognition should be 

independent of the PD pulse magnitude. Therefore, the 

magnitude of each PD pulse is presented in per unit, using its 

maximum as base. This is the main challenge for defect type 

identification based on time-domain PD pulse. In some past 

works time-domain PD data is employed for defect type 

identification, using pulse shape parameters such as the rise 

time, fall time, maximum amplitude, average amplitude and 

other parameters of PD signal [25-26]. However, due to 

presence of extensive distortions in each level of 

decomposition and also in main signal, the main wave shape 

features of PD signal are not proper for pattern recognition 

[27-33]. This is especially more critical for defects which are 

far from or are not in line with the PD sensor position [34]. 

Since, the fluctuations of PD pulse in different frequency 

ranges are different as it can be seen from Fig. 7 and Fig. 8, 

each defect type results in a specific radiated electromagnetic 

wave energies over some different frequency ranges. 

Accordingly, to solve the abovementioned problem, the 

signal’s energy in each frequency ranges based on (1) is 

selected as its main feature for each defect type: 

2

1

Signal Energy
n

i

i

a


            (1) 

 
Fig. 11: Signal energy from sensor No. 1 at each level of 

WT decomposition (explained in Fig. 7). 

where 𝑎𝑖 is the coefficient of the signal at each level of 

wavelet transform decomposition and is the number of time 

sample or recorded PD signal.  

The comparison of signal energies in different frequency 

ranges are depicted in Fig. 10 and Fig. 11 for the captured 

signals by sensors 1 and 2, respectively. As it can be seen 

from these figures, the trends of pulse energy variations in 

each frequency range differs due to the defect type of pulse 

origin. The pattern of these changes seems to be unique based 

on defect types and it is independent from positioning of UHF 

PD source. 
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In Fig. 10 and Fig. 11, for PD defect No. 1 the signal 

energy at approximation level 3 is maximum value among all 

the decomposition levels and the signal energy at details level 

2 is the minimum value. However, the signal energy is 

increased in details 1 from details 2. For defect No. 2, the 

maximum and minimum amount of signal energies are related 

to the approximation 3 and details 1, respectively. The signal 

energy is decreased at each level of decomposition and the 

main energy of the signal is in frequency ranges between 0-

125 MHz. For defect No. 3, the signal energy increased from 

approximation 3 to details 1. It can be seen the maximum 

energy of the signal corresponds to details 1 and frequency 

ranges between 0.5-1 GHz. However, for defect No. 4, the 

maximum and minimum energy of signal are in details 3 and 

details 1, respectively. In this type of defect, first the PD 

signal energy is increased from approximation 3 to details 3 

and then the energy is decreased to details 1. The important 

point in investigation of signal energy at different range of 

frequency is that these trends of variations are related to the 

type of defects and they are independent from position of 

UHF PD sensor. These trends are presented in Table 1. 

4.2. Deep Feed Forward Network (DFFN) 

Artificial neural network is a well-known method for 

classification of different PD defect types [35]. In this case, 

the deep feed forward network is the most popular and 

simplest one in classification problems. In this paper, the feed 

forward neural network with three hidden layers are applied 

for PD defect type classification. As it can be seen in Fig. 12, 

the signal energy at approximation 3, details 3, details 2 and 

details 1 are selected as inputs of neural network. 

 
Fig. 12: Signal energy from sensor No. 2 at each level of 

WT decomposition (signal approximation level 3, and signal 

details levels 1, 2, and 3 as defined in Fig. 7). 

Table 1: The signal energy variation trends at each level of 

decomposition. 

 Signal Energy Variations 

from 

Approxim

ation 3 to 

Details 3 

from 

Details 3 

to  

Details 2 

from 

Details 2 

to 

Details 1 

 

Pattern 

Code 

PD Defect 

No.1 
↘ ↘ ↗ (0,0,1) 

PD Defect 

No.2 
↘ ↘ ↘ (0,0,0) 

PD Defect 

No.3 
↗ ↗ ↗ (1,1,1) 

PD Defect 

No.4 
↗ ↘ ↘ (1,0,0) 

At hidden layer 1, the comparison of signal energy 

between two adjacent levels of decomposition is done. Then, 

the rectified linear unit function is applied in hidden layer 2 

to make the output of the signal between 0 and 1. In hidden 

layer 3, the outputs of compared energy of signal, based on 

values 0 and 1 are compared to each other for making pattern 

code. The created pattern code with the one presented in 

Table 1 result in type of defects classification. For training the 

Deep feed-forward network 200 recorded PD waveform for 

each type of defects are selected. Then, the 300 recorded data 

are applied to validate the proposed method for partial 

discharge pattern recognition. In Table 2, the 

misclassification matrices for the proposed PD pattern 

recognition method is presented. 

As it can be seen in Table 2, the maximum and minimum 

Identification Percentage (IP) are for data related to defect 

No. 3 and defect No. 2, respectively. However, the average IP 

for the proposed PD pattern recognition is 94.5% and this 

means that the proposed methods especially for on-line PD 

monitoring of GIS is acceptable. It should be noted in the 

proposed method, there is no need to employ an internal UHF 

PD sensor be installed inside the GIS and also it is 

independent from the location of PD sensors. 

 

 
Fig. 13: The deep feed forward network classifier for PD 

pattern recognition. 

Table 2: The misclassification matrices for the proposed PD 

pattern recognition method in GIS. 

 Target Class 

O
u
tp

u
t 

C
la

ss
 

 Defect 1 Defect 2 Defect 3 Defect 4 

Defect 1 282 15 3 6 

Defect 2 15 276 1 10 

Defect 3 1 0 291 2 

Defect 4 2 9 5 282 

Correct 

Identification 

Percentage 

(IP%) 

94 % 92 % 98 % 94 % 

Total 

Accuracy 
94.5 % 
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5. SUMMARY AND CONCLUSION 

Online partial discharge monitoring is one of the most 

important method to assess the condition of GIs. However, in 

most installed Gas insulated switchgears, the internal UHF 

PD sensors are not installed inside the GIS. In this paper, on-

line partial discharge pattern recognition method is presented 

based on measured PD data from external UHF PD sensor. 

The time-frequency representation of signal from discrete 

wavelet transform is applied for feature extractions of each 

PD defect model. Four artificial defect models are implanted 

inside the 132 kV L-Shape GIS model. The feature extracted 

based on signal energy at each level of DWT decomposition 

are independent from positioning of UHF PD sensors. This is 

important when the UHF PD sensors are not installed inside 

the GIS busbar. Then, there would be just some few locations 

on GIS busbar which the external UHF PD sensors can be 

implanted. The trends in partial discharge signal energy 

variations in each level of DWT decomposition, present a 

significant potential for pattern recognition. By using the 

Deep Feed-Forward Network, the classification accuracy of 

the proposed method for PD pattern recognition is about 

94.5 %. 
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Abstract: A new active gate drive for Silicon carbide (SiC) metal–oxide–semiconductor field-effect transistor (MOSFET) 

is proposed in this paper. The SiC MOSFET as an attractive replacement for insulated gate bipolar transistor (IGBT) 

has been regarded in many high power density converters. The proposed driver is based on a feedforward control 

method. This simple analog gate driver (GD) improves switching transient with minimum undesirable effect on the 

efficiency. This paper involves the entire switching condition (turn on/off), and the GD is applied to the SiC base 

technology of MOSFET. To evaluate the performance of the proposed GD, it will be compared with a conventional gate 

driver. The presented GD is validated by experimental tests. All the evaluations are carried out in a hard switching 

condition and at high-frequency operation.  

Keywords: Active gate driver (AGD), SiC MOSFET, switching condition, feedforward control. 
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1. INTRODUCTION 

Conventional IGBTs are conventional switches in the 

structure of the power converters. However, because of some 

weak points such as operation in low-speed switching and 

low-temperature condition, the studies have been driven to 

silicon carbide (SiC) technology. SiC technology in power 

switches has emerged as a serious alternative to overcome the 

disadvantages of Si-switches. SiC device has some 

advantages such as higher operating frequency and 

temperature and lower on-resistance due to its bandgap and 

unipolar nature [1-2]. Moreover, due to its fast switching 

behaviour and shorter switching time, a better switching 

efficiency can be expected. In order to gain as efficiently as 

possible, engineers try to switch as fast as possible. However, 

the high speed switching in SiC MOSFETs increases the 

electromagnetic interference (EMI) emission. Therefore, the 

existing trade-off between efficiency improvement and EMI 

reduction through switching control brings a challenge in the 

gate driver designing. In addition, the SiC MOSFET normally 

has large input capacitance and higher threshold voltage, 

therefore more complex and sensitive driver is needed [3]. 

Several gate drivers (GDs) have been presented to 

improve the mentioned trade-off between fast switching and 

EMI [4-8]. However, most of them have been assigned to Si-

MOSFET or IGBT applications. Also, mainly they can be 

categorized in the closed-loop controller. Typically such 

controllers are effective and comprehensive for GDs, but in 

general, they increase the complexity of the GD’s circuit. 

Therefore, some of the presented approaches are not 

attractive solutions for industrial. Moreover, in high-

frequency operation rates, when SiC MOSFET is under hard 

switching condition; the advent of EMI problem is possible. 

Hence, designing proper GD for SiC MOSFETs has 

significant importance.  

1.1. Overview of Gate Drivers for Power Devices 

In order to enhance power density in switch-mode 

applications, operation at high switching frequency is 

necessary due to reducing the size of its passive component 

as well as it reduces the size of the heatsink. Thereby, the 

operation of IGBT is limited at the low switching frequencies 

(<20 kHz) [9]. However, in high speed switches the transition 

rates of current and voltage (di/dt and dv/dt respectively) get 

higher values. Also, parasitic inductance results some 

problematic oscillations and overshoots in current and 

voltage waveforms [10]. Changing the gate resistor Rg is 

known as a conventional solution [11-12]. Although the 

overshoot suppression can be achieved by high Rg value. 

However, the id and Vds both get lower slopes which cause to 

increase switching times. As a result, the increased Rg 
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sacrifices additional switching losses. Another conventional 

driving technique is the use of an external gate-source 

capacitance (Cgs) in the GD circuit [13]. However, it increases 

the input capacitance (Cies). This technique is used for IGBT’s 

gate drivers due to roughly better efficiency (compared to the 

method of solely Rg increasing). Nevertheless, the gate 

capacitance is a parasitic element which potentially provokes 

transients and it can create some parasitic problems such as 

imposing the stress and crosstalk problem [14-15]. As a 

result, this may not be a favorable solution for SiC MOSFET 

applications which typically has large input capacitance. To 

improve the existing trade-off between switching loss, stress 

and EMI; diverse approaches have been proposed such as 

applying snubber circuits in Si and SiC devices [16-17] active 

gate voltage controlling [18] active gate current driving [19] 

resonant gate drivers [16, 20], etc. All mentioned techniques 

could be used for driving SiC MOSFETs. Although, these 

GDs can minimize stress from the power device, however, 

these deal with more complexity or more cost and more 

switching losses. The control of GDs is not the single possible 

way for EMI reduction, rather with using a better design of 

PCB layout the parasitic (stray) inductances can be reduced, 

and consequently we will have less EMI problems. 

1.2. SiC MOSFET Gate Drivers 

 The SiC MOSFETs are widely employed in power 

converters due to its advantages. This switching technology 

inherently has lower trans-conductance compared to Si-

MOSFETs or IGBTs. Thus, higher orders of gate-source 

voltage are required for switching-on. Also, the gate-source 

voltage pulse is commonly asymmetrical. Therefore, different 

values of Rg should be used in their GDs [21]. 

Conventionally, two different gate resistance is used in the 

drive circuit for controlling each turn path. This common 

driver controls both turn-on and turn-off paths separately. A 

gate boost circuit was introduced for SiC MOSFET driving in 

[22] which had reduced the switching losses, however, the 

transient and overshoots had not been reduced. The same 

technique is presented in [23] as well. Many studies for 

controlling di/dt and dv/dt transition by closed-loop control 

method have been reported [23-26]. Such controllers have 

been allocated to guarantee the safe operation of MOS-gate 

switches under different and variable loads. However, they 

increase the complexity of the driver’s circuit.  

According to the presented overview, most of the offered 

approached are related to efficiency improvement and for 

solving some other issues such as EMI reduction, overshoot 

suppression, stability improvement etc. mainly the presented 

solutions have fallen in the complex closed-loop GD 

controllers. This paper presents a simple control method for 

driving SiC MOSFETs. The control concept is based on a 

feed-forward controller. The effective performance of the 

controller beside its simple structure is the main advantage of 

this GD. The purpose is the switching transient improvement 

with a minimum undesirable effect on efficiency. In the next 

section, the operation of SiC MOSFET and the principles of 

new GD are presented. 

2.  ACTIVE GATE DRIVER 

2.1. Principles of Proposed Controller 

The test circuit is represented in Fig. 1. The controller is 

applied into the gate circuit. The profile of Vgg voltage signal 

is changed by the controller and it is delivered to the gate port 

of MOSFET. In order to test in a hard-switching condition, 

the load is highly inductive. 

The schematic of the proposed controller is depicted in 

Fig. 2. Since the SiC MOSFET meets several intervals during 

the switching conditions, controller changes the profile of 

gate signal during MOSFET’s active region (Fig. 3a shows 

these intervals). The modification process of gate signal has 

been demonstrated in Fig. 3b. The turn-on is initiated at t0, 

and step voltage (from –VEE to +VCC) is applied to the gate. 

As shown in Fig. 2, each switching state is separated from the 

other by diodes for individual controlling. The positive side 

of voltage signal is driven by d1 and the d2 conducts its 

negative for turn-on and turn-off controlling respectively. 

Both control paths have same structure and operate based on 

same concept. 

However, the required parameters should be defined 

according to each switching condition. In both cases, the 

controller gets a step voltage value (ΔVg) according to (1) 

from the input. Depending on the suppression rate of 

overshoot at each swathing state, a portion of the input value 

is given to the corresponding control path. Ki and Kv represent 

these coefficients for turn-on and turn-off controlling 

respectively. 

In each switching condition, weakened signal with a 

negative coefficient is summed with the same positive signal  

 
Fig. 1: Schematic of test circuit. 

 
Fig. 2: Block diagram of the proposed feedforward 

controller. 
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(a) 

 
(b) 

Fig. 3: (a) The transient behavior of MOSFET switching, 

and (b) controller performance for Vg modification. 

that has a delay. These delays are created by blocks Di and 

Dv. The applied Di delay covers whole turn-on (t0 < t < t5) and 

Dv covers turn-off (t6 < t < t9) intervals. The resultant voltage 

signal is called VD here. Finally, the original Vgg signal after 

summing with VD1 and VD2 results modified Vg signal which 

is applied on gate port for driving MOSFET. The modified Vg 

affects to the current transient while turn-on condition and as 

well as to the dynamic of voltage during turn-off condition. 

𝛥𝑉𝑔 = 𝑉𝑐𝑐 − 𝑉𝐸𝐸 (1) 

According to what has been presented in [27], with a 

little approximation the current and voltage transitions may 

be defined as (2) and (3), which both depend on a different 

voltage value between Vg(+/‒) to Vgs(th). This differential 

voltage value affects to the injected gate current ig in each 

switching state. Thereby, the used technique can be effective 

to control of both current and voltage transitions. 

𝑑𝑖𝑑

𝑑𝑡
= 𝑔𝑚 ·

𝑉𝑐𝑐 − 𝑉𝑔𝑠(𝑡ℎ) −
𝑖𝑑

2 · 𝑔𝑚

𝐶𝑖𝑠𝑠 · 𝑅𝑔
 

(2) 

𝑑𝑣𝐷𝑆

dt
=

𝑉𝐸𝐸 + 𝑉𝑔𝑠(𝑝𝑙𝑎𝑡𝑒𝑎𝑢)

𝐶𝑔𝑑 · 𝑅𝑔
 (3) 

In (2), gm is the trans-conductance and Ciss= Cgs+Cgd is 

the input capacitance of the SiC MOSFET. All details about 

the switching process of the MOSFET is fairly well 

demonstrated in [10]. Here, we present the performance of the 

new gate driver for controlling did/dt and dvds/dt rates. 

2.2. Parameters and Limitations 

For tuning the controller in each switching state two 

parameters are necessary. Ki coefficient and the Di delay for 

turn-on and Kv coefficient and the Dv delay for turn-off. In the 

case of delays, these parameters can be determined based on 

application note or experimental observations. As already 

mentioned, the delay time must cover whole active region 

times. Because of the time difference between switching on 

and off, two individual delays have been considered for 

corresponding states as shown in Fig. 2. It should be noted 

that the margin determination for delays is not a delicate 

factor. Because after finishing Di or Dv delay, the modified Vg 

returns to its original value when MOSFET is in the saturation 

(steady state) region. For this reason, the delay time could be 

defined much longer than switching time. The K coefficient 

determines VD voltage value (see Fig. 3b and (5)) or in other 

word, it determines the ΔVg voltage value while controlling 

time. As a result, the injected gate current and then switching 

transient will get effect by that. VD is the reduced voltage level 

during turn on/off. Since the SiC MOSFETs driving is 

asymmetric and the absolute value of VEE is smaller than VCC, 

thus the change domain of the Vgg for each switching state 

must be determined individually. For turn-on condition Ki 

coefficient can be obtained by the following equations. 

 𝑉𝑔𝑠, 𝑡ℎ < 𝜎1 < 𝑉𝑐𝑐 (4) 

 

𝑉𝐷
+ = 𝑉𝑐𝑐 − 𝜎1 (5) 

 

 𝛥𝑉𝑚1 = 𝑉𝐷
+ − 𝑉𝐸𝐸 (6) 

𝐾𝑖 = 1 − (
𝛥𝑉𝑚1

𝛥𝑉𝑔
) (7) 

As well as for turn-off condition, Kv coefficient can be 

defined as: 

𝑉𝐸𝐸 < 𝜎2 < 0 (8) 

 𝑉𝐷
− = 𝑉𝐸𝐸 − 𝜎2 (9) 

𝛥𝑉𝑚2 = 𝑉𝑐𝑐 − 𝑉𝐷
− (10) 

𝐾𝑣 = 1 − (
𝛥𝑉𝑚2

𝛥𝑉𝑔
) (11) 
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In the mentioned equations σ1 and σ2 are variable factors 

which should be selected according to the desired did/dt and 

dVds/dt rates respectively with considering the limitations 

presente in (4) and (8). For turn-on condition the modified Vg 

has been limited by Vgs,th and for turn-off condition it has been 

limited by zero. Accordingly, smaller ΔVm has higher impact 

on the switching transient and oscillations suppression. 

2.3. Controller Tuning 

According to the presented method, the level of applied 

intermediate voltages and their time duration should be 

determined. The influence of each control parameter on the 

switching transient behaviour is explained here. Also, the 

optimal interval values for each switching condition should 

be determined.  

2.3.1. Tuning for turn-on 

Based on what expressed in previous section, Ki 

coefficient determines the level of intermediate voltage which 

can be reduced up to MOSFET’s threshold voltage. As a 

result, the applied intermediate voltage affects to did/dt and 

current overshoot at turn-on. The time duration of 

intermediate voltage is another consideration that must be 

long enough to cover turn-on active region. In this case study, 

3 μs has been considered for Di. In order to realize which 

level of reduced gate voltage provides a desirable did/dt and 

current overshoot, the corresponding MOSFET is tested by 

different intermediate voltage values. Fig. 4 shows the effect 

of controller on MOSFET behaviour at turn-on. 

2.3.2. Tuning for turn-off  

Also, the voltage transition (dv/dt) and overshoot  

(VDS-peak) are being affected by intermediate voltage while 

turn off condition (according to (3)). The resultant 

intermediate gate voltage through Kv and its consequence on 

MOSFET behaviour at turn-off has been reflected in Fig. 5. 

In this controlling stage, Dv is 2 μs which covers whole 

transient behaviour of MOSFET while turn-off with 

considering worst case. 

3. TEST CONDITION  

Experimental tests evaluate the performance of the 

proposed gate driver. The test circuit is a standard clamped-

inductive circuit which is depicted in Fig. 1. The driving 

power SiC MOSFET and the clamped SiC MOSFET both are 

from a same type (SCT2080KE). The parasitic inductance 

(LS) which comes from the loop of the PCB and power 

devices is 120 nH. The load current is 6 A, and the value of L 

in load is 330 μH. A square signal with 50% of duty cycle and 

frequency at 100 kHz has been applied to the input. The 

voltage of dc-bus is 400 V and the Vgg supply for original gate 

driver is −5/+18 V. The applied gate resistor (Rg) for turning-

on is 33 ohms and for turning-off is 46 ohms. The 

experimental waveforms have been captured by a Tektronix 

MSO 4054 (500 MHz) digital oscilloscope. The insulators 

and the safety instruments for protection are not demonstrated 

here. 

3.1. Optimized Tuning  

The product of multiplication of the drain-source voltage 

Vdsi(t) to output current Id(t) during the switching time results 

 
Fig. 4: The effect of intermediate gate-voltage levels on the 

peak value of current transient and did/dt while turn-on 

control domain. 

 
Fig. 5: The effect of intermediate gate-voltage levels on 

voltage transition and voltage overshoot in turn-off control 

domain. 

corresponding switching loss. The lost energy while turn-on 

and turn-off can be calculated from (12) and (13), 

respectively. Accordingly, to reach an optimized design, the 

effect of Ki and Kv on switching loss and peak value of 

oscillations are evaluated. 

𝐸𝑜𝑛 = ∫ 𝑣𝑑𝑠(𝑡)

𝑡5

𝑡0

× 𝑖𝑑 (𝑡)  dt (12) 

𝐸𝑜𝑓𝑓 = ∫ 𝑣𝑑𝑠(𝑡)

𝑡9

𝑡6

×  𝑖𝑑 (𝑡)  𝑑𝑡 (13) 

First, each one of the switching losses and peak values of 

current transient (at turn-on) and voltage overshoot (at turn-

off) must be normalized as below equations. 

𝛼 =
𝐸𝑜𝑛

𝐸𝑚𝑖𝑛,𝑜𝑛
 (14) 

𝛽 =
𝐸𝑜𝑓𝑓

𝐸𝑚𝑖𝑛,𝑜𝑓𝑓
 (15) 

In this analysis, the minimum value of switching loss 

(Emin) is assumed when the minimum possible value of Rg has 

been used. This value for each switching condition is 6.3 Ω. 

Also, in this condition the maximum peak value of current 

transient (id,max,peak) and maximum voltage overshoot 

(Vds,max,ov) can be measured. 

𝛾 =
𝑑𝑖𝑑/𝑑𝑡

𝑑𝑖𝑑/𝑑𝑡 − 𝑚𝑎𝑥
 (16) 

𝛿 =
𝑑𝑣𝑑𝑠/𝑑𝑡

𝑑𝑣𝑑𝑠/𝑑𝑡 − 𝑚𝑎𝑥
 (17) 

α and γ present the normalized values of the lost energy 

and peak value of current oscillations at turn-on condition 

respectively. Also, β and δ represent the normalized values of 

the lost energy and voltage overshoot at turn-off condition 
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respectively. With these assumptions, the optimal 

intermediate gate voltages for each switching state can be 

obtained. Fig. 6 and Fig. 7 show these optimal intermediate 

gate-source voltages. 

To realize the effect of VGS value on the transient 

behaviour of switch while turning-on equation (18) represents 

the relation of current peak normalized value (see (16)) to the 

normalized value of lost energy (see (14)) for a specific VGS 

value at turn-on condition. Also, in the same way it can be 

realized for turning-off condition by (19).  

The test results base on (18) have been reflected in Table 

1 and for turn-off condition have been reflected in Table 2. 

Then, the highest value of γ/α column expresses the highest 

impact of VGS value or in other word it belongs to optimum 

value of VGS. 

𝑉𝐺𝑠𝑜𝑛
= |

𝛾𝑛

𝛼𝑛
|

𝑚𝑎𝑥

 (18) 

𝑉𝐺𝑠𝑜𝑓𝑓
= |

𝛿𝑖

𝛽𝑖
|

𝑚𝑎𝑥

 (19) 

 
Fig. 6: Optimal intermediate voltage for gate-source (V) at 

turn-on. 

 
Fig. 7: Optimal intermediate voltage for gate-source (V) at 

turn-off. 

Table 3 shows the optimal setting at both switching states 

and corresponding values. Through original GD, SiC 

MOSFET has been driving with Vg= +20/-5 V and the 

implemented external gate resistor (Rg) is valid for the new 

GD as well. Though defined coefficients, Ki delivers VD+ = 

18V to the gate for switching-on and by Kv it gets VD- = -4V 

while turn-off state. 

4. EXPERIMENTAL VALIDATION 

The proposed GD is validated by experimental tests. In 

order to evaluate the performance of new GD, the transient 

behaviour of the MOSFET in both with original GD and with 

proposed GD are compared with together.  

4.1. The Test Results  

The profile of output parameters (id and VDS) of MOSFET 

when it is driven by original GD are demonstrated in Fig. 8. 

Then in next figure, for a closer look, the switching behaviour 

of MOSFET driven by new GD is zoomed in different tuning 

conditions. 

As can be seen in Fig. 9, the overshoot value in output 

current and corresponding oscillations can be suppressed by 

applying different Ki. The biggest suppression rate belongs to 

which has smallest ΔVm1 (see (6) and Fig. 3). However, the 

optimized value (VD+ = 18V and VD- = -4V) for driving is 

compared with original gate driver. Fig. 10 and Fig. 11 

represent the id current waveform while turning on and off 

conditions. 

Although the proposed GD may suppresses the overshoot 

up to 5.2 A, however, the optimized tuning condition the 

overshoot can be reduced up to 5.5 A. In this tuning condition, 

 

Table 1: Optimal VGS value in turn-on condition. 

n 𝑉𝐺𝑆 𝛾 𝛼 𝛾/𝛼 

1 19 0.0155 0.141 0.1099 

2 18 0.01078 0.229 0.4707 

3 17 0.0913 0.274 0.3332 

4 16 0.095 0.326 0.2914 

5 15 0.111 0.474 0.2341 

6 14 0.063 0.497 0.1267 

Table 2: Optimal VGS value in turn-off condition. 

i 𝑉𝐺𝑆 𝛾 𝛼 𝛾/𝛼 

1 -4 0.0693 0.163 0.425 

2 -3 0.0683 0.23 0.297 

3 -2 0.0198 0.243 0.0815 

 

Table 3: The controller tuning parameters. 

 P Value P Value 𝐸𝑜𝑛(µ𝐽) 𝐸𝑜𝑓𝑓(µ𝐽) 𝐸𝑚𝑖𝑛(µ𝐽) 𝑖𝑑, max(𝐴) 𝑉𝑑𝑠, 𝑚𝑎𝑥, 𝑜𝑟(𝑉) 

𝑇𝑢𝑟𝑛 − 𝑜𝑛 
Ki 0.122 𝛼 1.52 

190 - 125 6.6 - 
Di 3 µ𝑠 𝛾 0.86 

𝑇𝑢𝑟𝑛 − 𝑜𝑓𝑓 
Kv 0.1 𝛽 1.18 

- 46 39 - 580 
Dv 2  µ𝑠 𝛿 0.93 
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Fig. 8: Output voltage and current of MOSFET driven by 

original GD. 

 
Fig. 9: Zoomed view of drain current with different Ki. 

 
Fig. 10: Drain current with new GD (optimal tuning value) 

and original GD at turning-on. 

 
Fig. 11: Drain current with new GD (optimal tuning value) 

and original GD at turning-off. 

 
Fig. 12: Drain-Source voltage with new GD (optimal tuning 

value) and original GD at turning-on. 

 
Fig. 13: Drain-Source voltage with new GD (optimal tuning 

value) and original GD at turning-off. 

the slope of the current (did/dt) in fundamental frequency (100 

KHz) ten times has been increased compare to its maximum 

value. Also the current fluctuation in switching-on condition 

with 5.3 MHz (see Fig. 10) highly has been removed which 

both manners help to eliminate EMI problem from switch 

mode power supplies. 

This comparison can be carried out in the case of drain-source 

voltage as well. Fig. 12 and Fig. 13 demonstrate the output 

voltage profiles with original and new GDs in both switching 

condition. 

The obtained results show that output voltage at turn-off 

condition gets minimum effect from applied control method. 

4.2. Performance Index  

Based on previous subsection, the experimental setup of 

the gate driver for both switching states has developed. In 

order to observe the effect of the applied GD, an analytical 

test between new GD and original GD (with minimum Rg,ext 

values) has been carried out. The purpose of this comparison 

is the evaluation of transient behaviour during the operation 

of new GD and the CGD. Another criteria in this analysis is 

the comparison of the switching losses between these GDs. 

The change of gate resistor (Rg,ext) is known as a conventional 

driver for MOS-channel switches [27-28]. So, as a 

conventional solution, Rg,ext is increased up to 15 Ω (for 

turning on) and 22 Ω (for turning off) to achieve the same 

level of overshoot suppression in current and voltage that new 

GD presents in its operation. In this condition the switching 

losses of both GDs can be calculated according to (12) and 

(13). The results have reflected in Table 4. 
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Table 4: The performance index. 
Gate driver  

 

Id (A)  

overshoot  

Voltage  

overshoot (V)  

Eon (μJ)  

 

Eoff (μJ)  

 

did/dt (A/μs)  

 

dvds/dt (KV/μs)  

 

Original gate driver  

 

6.1 562 125 39 22 4.2 

New gate driver  

 

5.5 535 190 46 19.2 3.9 

CGD,  

Rg,on=15 Ω  

Rg,off =22 Ω  

5.5 535 212 50 18.5 3.6 

5. CONCLUSION 

Based on the obtained results, the new active voltage gate 

driver has improved transient behavior of the SiC MOSFET 

in both switching condition. Although this technique mostly 

improves the switching in turn-on condition, however it has 

better performance compared to CGD. In this study, we tried 

to use an optimized gate drive for switching in both switching 

states. Applying the proposed feedforward controller on SiC 

technology MOSFETs, optimal tuning of active voltage GD 

and evaluation of this GD by performance index were the 

important topics of this study.  
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Abstract: Approximate computing is considered a promising way to design high-performance and low-power arithmetic 

units recently. This paper proposes an energy-efficient logarithmic multiplier for error-tolerant applications. The 

proposed multiplier uses a novel technique to calculate the powers of two products to reduce critical path complexity. 

Also, a correction term is provided to improve the multiplier accuracy. Additionally, the use of approximate adders in 

our design is investigated, and optimal truncation length is obtained through simulations. We evaluated our work both 

in accuracy and hardware criteria. Experiments on a 16-bit proposed multiplier with approximate adder show that 

power-delay product (PDP) is significantly reduced by 34.05% compared to the best logarithmic multipliers available in 

the literature, while the mean relative error distance (MRED) is also decreased by 21.1%. The results of embedding our 

multiplier in the dequantization step of the JPEG standard show that the image quality is improved in comparison with 

other logarithmic multipliers. In addition, a subtle drop in image quality compared to utilizing exact multipliers proves 

the viability of our design. 
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1. INTRODUCTION 

Significant computational demands of large-scale 

applications such as scientific computing, social media, and 

financial analysis have exceeded available resources [1]. 

Machine learning algorithms are becoming more accurate 

every day and, in many areas, have gone beyond human 

accuracy, but this accuracy comes at the expense of increased 

computations [2]. Due to recent advances in technology and 

the end of Dennard scaling, it has become difficult to improve 

the performance of computing systems at current power 

levels [3]. A wide range of applications that require huge 

computations can maintain their output well enough despite 

some computational error. Some of these applications are as 

follows [4]: 

 Applications such as machine learning and adaptive 

filters that are inherently error-tolerant. 

 In digital signal processing, because the inputs are 

often noisy, accuracy is limited. 

 In image processing, due to limitations in human 

cognition, the existence of some errors in 

calculations is not detectable in the output. 

Approximate computing introduces some errors in the 

calculations but simplifies the arithmetic operations. 

Therefore, approximate computing can be considered as a 

promising way to reduce power consumption. Approximate 

computing techniques can be applied to various levels, such 

as hardware, architecture, algorithm, and software [5]. 

Adders and multipliers are the arithmetic units that are the 

main subject of hardware-level approximations [6]. In the 

aforementioned applications, there are an abundant number 

of arithmetic processing that involve addition and 

multiplication. To design high-performance arithmetic 

processors, it is necessary to optimize the performance and 

power consumption of its main components, namely adders 

and multipliers. For this reason, much attention has been paid 

to approximate computing techniques at the circuit level to 

improve these units. 
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Multiplication is more elaborate than the addition 

operation and has always been a limiting factor to improve 

speed and area [7]. Hence enhancing this operation can result 

in considerable improvement in the whole design. Also, most 

applications mentioned above consist of some dominant 

kernels that intensively rely on multiplication. So, multipliers 

become primary candidates for approximation computing to 

improve whole system performance [8]. A conventional 

multiplier consists of partial product generation, 

accumulation, and final addition [9]. Various parts of a 

multiplier are capable of applying approximate techniques 

[5]. Different approximation approaches are proposed to 

design highly efficient multipliers [10]: Approximate 

recursive multipliers are built of 2×2 approximate multiplier 

blocks to form a complete multiplier [11]. In [12], a dynamic 

truncation method based on leading-one position has been 

introduced, which reduces the multiplier bit-width. Paper [13] 

proposed using an m×m multiplier to design approximate n×n 

multipliers where m<n. Approximate radix-4 booth multiplier 

[14] is another multiplication technique. A different category 

from traditional multipliers are logarithmic multipliers that 

use binary logarithms to simplify multiplication operations. 

In the logarithm domain multiplication converts to addition. 

Multipliers that use logarithm transformation are inherently 

erroneous. Such error occurs for the following reasons: 1) a 

limited number of precision bits and 2) errors that happen at 

the time of transformation to the logarithmic system. Mitchell 

introduced the first logarithmic multiplier [15]. In 

conventional approximate multipliers, the accuracy is high, 

but the area and power consumption are also high. But in 

logarithmic multipliers reducing hardware overhead as well 

as reducing power, take precedence over multiplier accuracy. 

This property makes logarithmic multipliers suitable for 

large-scale applications that require high parallelism [16], 

[17]. In this paper, we introduce a new logarithmic multiplier 

to optimize power consumption and reduce hardware area and 

latency, while improving multiplier accuracy in terms of error 

amount as well as error distribution. The main contributions 

of this article are summarized as follows: 

 A new multiplication algorithm is presented that 

uses less hardware resources than previous designs 

and is therefore more power efficient. 

 We have introduced and used a correction term that 

improves the multiplier error characteristic. 

 A new method has been proposed to calculate the 

product of the power of number two, which reduces 

the critical path delay significantly. 

 The use of approximate adders in the proposed 

design has been investigated and the truncation 

length parameter for compromise between circuit 

complexity and multiplier approximation error has 

been introduced so that the proposed design can be 

adjusted for different applications. 

The rest of the paper is organized as follows: in Section 

2, we have introduced logarithmic multipliers, notably 

Mitchell’s algorithm. The main problems of these multipliers 

are described, and the main approaches to alleviate them are 

reviewed. The first part of Section 3 is devoted to proposing 

the multiplication algorithm. The remainder of this section 

deals with the hardware architecture of the multiplier. Error 

analysis and simulation results are presented in Section 4. 

Section 5 implements our multiplier in JPEG image 

compression and decompression standard and evaluates the 

output image’s quality. Finally, Section 6 concludes the 

paper. 

2. REVIEW AND RELATED WORKS 

Due to the complexity of the multiplication operation, 

approximate multipliers are designed for trade-off between 

accuracy and design efficiency. Various approximation 

methods have been proposed to simplify multiplier circuit. 

Exploring available references shows that approximation 

techniques in multipliers are mainly grouped in logarithmic 

and non-logarithmic categories. Non-logarithmic multipliers 

usually use approximation techniques to simplify different 

parts of a typical multiplier such as partial product generation 

[14, 22] and partial product accumulation [23, 24]. These 

multipliers have relatively low approximation errors and a 

more complex hardware instead. Logarithmic multipliers, as 

their name implies, convert complex multiplication operation 

into simpler addition operation in the logarithm domain, 

which results in more compact hardware than non-

logarithmic multipliers. Unlike a conventional multiplier, a 

logarithmic multiplier needs logarithm conversion, addition, 

and antilogarithm stages. Because of inherent error in 

logarithm transformation, they are approximate multipliers. 

There are different ways to convert binary numbers into the 

logarithmic numbers system: 1) iterative methods, which are 

very time-consuming and need several cycles to converge to 

an acceptable result. 2) look-up table-based methods that are 

accurate but need complex and increased hardware. 3) using 

a piece-wise linear approximation of the function log 𝑥. The 

third method is high-speed, and implementing this method 

needs relatively fewer resources. The First logarithmic 

multiplier, which uses a piece-wise linear approximation, was 

proposed by Mitchell [15]. Here, the algorithm is briefly 

expressed. Assume that we want to multiply two fixed-point 

numbers A and B; they can be represented in the form 

2𝑘𝐴,𝐵(1 + 𝑥𝐴,𝐵) and 𝑥𝐴, 𝑥𝐵 are between [0,1). 2𝑘𝐴 and 2𝑘𝐵 are 

the largest powers of two smaller than or equal to A and B, 

respectively. It means 𝑘𝐴 and 𝑘𝐵 represent the position of the 

most significant one in A and B. Taking the logarithms of A 

and B, we have log2 𝐴, 𝐵 = 𝑘𝐴,𝐵 + log2(1 + 𝑥𝐴,𝐵). Mitchell's 

method to compute this term is to use the approximation 

log2(1 + 𝑥) ≈ 𝑥. Thus, the multiplication is simply 

calculated with only shift and add operations. The problem 

with Mitchell's algorithm is that this method has a relatively 

large error and always underestimates the logarithms, so the 

product is, in any case, smaller than or equal to exact results.  

The Mitchell's multiplier accuracy improvement methods can 

be categorized into four main groups [25], as shown in Fig. 1. 

Mitchell's method is based on a piece-wise linear 

approximation in which the lines are in intervals between 

powers of two. Each line has two intersections with the exact 

logarithm curve; intersections are at powers of two. In divided 

approximation methods, a range of Mitchell's algorithms is 

divided into some more fine-grained intervals, and in each, a 

more precise equation is derived to approximate the curve 

better. In [26], the authors proposed implementing a 

logarithm converter based on Mitchell's method. For 
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Fig. 1: Different classes of improving Mitchell's accuracy. 

accuracy improvement, regions between powers of two are 

split into some smaller intervals, and within them, a more 

precise equation is placed instead of Mitchell's original 

equation for approximating the logarithms. Worst case 

relative error in original Mitchell's conversion is 5.36%, but 

in [26], this error is reduced to 0.93, 0.43, and 0.15 percent 

for 2-region, 3-region, and 6-region correcting algorithms, 

respectively. For calculating these equations, an error-

correcting circuit must be placed in hardware, which means 

increased hardware. Mahalingam et al. [25] used the operand 

decomposition technique to reduce the error in Mitchell's 

multiplier. Operand decomposition was first introduced in 

[27] to reduce the array's switching activity and the tree 

multipliers. In [15], Mitchell showed that his algorithm is 

more accurate when there is no carryover in the mantissa part 

during the summation step. Operand decomposition reduces 

the number of "1" bits in the decomposed operands; this 

means less chance to produce a carryover from the mantissa 

part into the integer part when summing up the logarithms. It 

has been shown that operand decomposition reduces 

Mitchell's multiplication error by 44.7% on average, and to 

achieve accuracy further, this work can be used with other 

error reduction methods. The main drawback of this work is 

its hardware overhead: The multipliers are doubled; 

moreover, there is a need for a decomposition circuit and an 

adder to compute the final product. 

Correction term-based approaches add a term to the 

results obtained from the original Mitchell's algorithm to 

reduce the error. McLaren in [28] showed that multiplication 

error is only related to the mantissa part (fractional parts 𝑥𝐴 

and 𝑥𝐵), thus repeating for every characteristic. For error 

correction, different correction values would be added to the 

final result based on various combinations of 𝑥𝐴 and 𝑥𝐵; but 

it is impractical. McLaren split the range of 𝑥 ∈ [0,1) into 

eight regions of 0.125 and made a table of correction values 

for each combination of these ranges. With this modification 

mean of the errors reduces from 3.614 to 0.0363. The paper 

states that their method has increased area and power 

consumption about 30% over the original Mitchell's 

algorithm. The first iterative logarithmic multiplier was 

presented in [15]. The magnitude of error in Mitchell's 

algorithm is 2𝑘1+𝑘2(𝑥1𝑥2) when there is no carry and 

2𝑘1+𝑘2(𝑥1
′ 𝑥2

′ ) when we have carryover from mantissa 

respectively (𝑥1
′  and 𝑥2

′  are the two's complements of 𝑥1 and 

𝑥2). Considering 𝑥1𝑥2 or 𝑥1
′ 𝑥2

′  as a new product, if this term 

is computed with another Mitchell multiplier and this 

correction value is added with the approximate product 

computed before, the error reduces significantly at the cost of 

extra hardware. 

Several articles have attempted to optimize Mitchell's 

multiplier hardware. In [5], three different approximate 

adders are exploited in the adder stage of a logarithmic 

multiplier. They tried various truncation lengths for adders 

and reported the effects on hardware efficiency and error 

criteria. The logarithmic multiplier in [17] was improved in 

different aspects: they used efficient fully parallel leading-

one detectors, exploited efficient shift amount calculation, 

and finally introduced parameter w (the truncation width) and 

designed a customizable logarithmic multiplier for 

compromising between hardware costs and accuracy. A 

modified exact adder is proposed in [16], as in the final 

addition of the multiplier, some states do not occur; they can 

use a simplified adder. 

The one-sided error distribution of Mitchell's method is 

another problem that must be considered. In [28], correction 

terms changed the distribution. About 68% of errors fall in 

the range -1.21 and 1.29, while errors in the original algorithm 

are between 0.507 and 6.721. in [5], using an inexact set-one 

adder causes a somewhat double-sided error distribution. 

Authors in [29] have proposed a novel logarithm conversion 

algorithm that differs from Mitchell's. in this algorithm, 

instead of finding the most significant power of two smaller 

than the operands, they find the nearest power of two to the 

operand. This modification leads to a reduced error and a 

double-sided error distribution, which avoids error 

accumulation in many applications like matrix multiplication. 

However, finding the nearest ones needs more complex 

hardware and leads to dealing with negative numbers and 

subtractors. In the next section, we will present another way 

to improve accuracy, which at the same time reduces 

hardware costs. In Section 3, we discuss selecting the 

approximation, which keeps the distribution of errors double-

sided. 

3. PROPOSED METHOD 

In this section, our proposed approximate multiplier is 

introduced. At first, the multiplication algorithm is described, 

and then multiplier hardware is investigated. 

3.1. Multiplication Algorithm 

Consider operands A and B that have to be multiplied. 

We can represent operands as (1): 

{
𝐴 = ℎ1 + 𝑞1 = 2𝑘1 + 𝑞1  𝑤ℎ𝑒𝑟𝑒  0 ≤ 𝑞1 < 2𝑘1

 
𝐵 = ℎ2 + 𝑞2 = 2𝑘2 + 𝑞2  𝑤ℎ𝑒𝑟𝑒 0 ≤ 𝑞2 < 2𝑘2

             (1) 

Equation (1) shows the operands are decomposed into the 

largest power of two smaller or equal to them plus an extra 

term. So, the multiplication becomes from (2) and (3): 

𝑃𝑒𝑥𝑎𝑐𝑡 = 𝐴 × 𝐵 = 2𝑘1+𝑘2 + 2𝑘1𝑞2 + 2𝑘2𝑞1 + 𝑞1𝑞2           (2) 

𝑃𝑎𝑝𝑝𝑟𝑜𝑥 = 2𝑘1+𝑘2 + 2𝑘1𝑞2 + 2𝑘2𝑞1 + 𝑞1𝑞2𝑎𝑝𝑝𝑟𝑜𝑥
             (3) 

As seen in (2), the first term is 2 to the power of 𝑘1 + 𝑘2 

Which can be simply computed with a shift operation. In [29], 

term 2𝑘1+𝑘2 was calculated by giving the summation of 𝑘1 

and 𝑘2 to a decoder. However, here we directly shift 2𝑘1 to 

the left by the amount of 𝑘2. Two other terms, 2𝑘1𝑞2 and 

2𝑘2𝑞1, are products of an arbitrary number and a power of 

two. To produce these terms, we shift 𝑞1 and 𝑞2 to the left, 

respectively, by 𝑘2 and 𝑘1. In order to compute the last term, 

𝑞1𝑞2, which itself is a product term, we have used 

approximation. The approximation is as follows: q1 and q2 are 
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approximated to the largest power of two smaller or equal to 

them, as shown in (4): 

{
𝑞1 = 2𝑚1(1 + 𝑟1) = 2𝑚1𝑥1         0 ≤ 𝑟1 < 1

 
𝑞2 = 2𝑚2(1 + 𝑟2) = 2𝑚2  𝑥2      0 ≤ 𝑟2 < 1

                    (4) 

With the approximation mentioned above, we 

approximate 𝑞1 and 𝑞2 as equation 4 with 𝑘 ∈ {1,2,4} as (5).  

𝑞1𝑞2 = 𝑘 × 2𝑚1+𝑚2                                                            (5) 

Computing this term becomes similar to the calculation 

of 2𝑘1+𝑘2Which was discussed earlier, and then calculating 

coefficient 𝑘. So, we can obtain this term by shifting 2𝑚1 to 

the left by 𝑚2 .thus 𝑘 is a power of two; the result can be 

obtained only by shifting 2𝑚1+𝑚2  to the left. The only 

approximation used in this work is the computation of the 

𝑞1𝑞2 term. The reason why we used such approximation is 

discussed in the next section. The complete workflow of the 

proposed multiplier is described in Fig. 2. 

3.2. Correction Term Selection 

To select the best option for approximating 𝑞1𝑞2, three 

different 𝑘 were candidates, i.e., 1, 2, and 4. This brings us 

three approximations 2𝑚1+𝑚2, 2𝑚1+𝑚2+1, and 2𝑚1+𝑚2+2. 

The absolute error for each option is calculated in (8). 

 

𝑒𝑟𝑟𝑜𝑟 = |𝑃𝑒𝑥𝑎𝑐𝑡 − 𝑃𝑎𝑝𝑝𝑟𝑜𝑥|                                                (6) 

Concerning (2) and (3), the equation (6) becomes: 

𝑒𝑟𝑟𝑜𝑟 = |𝑞1𝑞2 − 𝑞1𝑞2𝑎𝑝𝑝𝑟𝑜𝑥
|                                            (7) 

⇒ {

𝑒𝑟𝑟𝑜𝑟1 = |2𝑚1+𝑚2𝑥1𝑥2 − 2𝑚1+𝑚2|       (𝑘 = 1)

𝑒𝑟𝑟𝑜𝑟2 = |2𝑚1+𝑚2𝑥1𝑥2 − 2𝑚1+𝑚2+1|   (𝑘 = 2)

𝑒𝑟𝑟𝑜𝑟3 = |2𝑚1+𝑚2𝑥1𝑥2 − 2𝑚1+𝑚2+2|   (𝑘 = 4)

           (8) 

To select the best option, we decided to pick the 𝑘, which 

in most cases gives us the least error. To do so, two conditions 

were examined, and solving these inequalities leads to the 

following circumscriptions (9), (10): 

𝑒𝑟𝑟𝑜𝑟1 < 𝑒𝑟𝑟𝑜𝑟2  ⇒ 𝑥1𝑥2 < 1.5 ,   0 ≤ 𝑥1, 𝑥2 < 1       (9) 

𝑒𝑟𝑟𝑜𝑟2 < 𝑒𝑟𝑟𝑜𝑟3  ⇒ 𝑥1𝑥2 < 3 ,      0 ≤ 𝑥1, 𝑥2 < 1     (10) 

𝑥1𝑥2 product is plotted in Fig. 3 , and red and blue lines 

show the borders where 𝑥1𝑥2 is 1.5 and 3 respectively. This 

plot clearly shows that in most cases (about 68%), 𝑘 = 2 i.e., 

2𝑚1+𝑚2+1 approximation for 𝑞1𝑞2 has the minimum error, so 

we selected it for our design. 

3.3. Hardware Architecture 

The hardware implementation of our proposed multiplier is 

described. The multiplier block diagram is shown in Fig. 4. 

LOD units are leading-one-detectors, which their structure is 

taken from [30]. LOD finds the most significant 1 in its input 

and keeps it in output while making other bits zero. Priority 

encoder (PE) determines the position of the most valuable 1 

in number. It also has a zero flag, which becomes high in the 

case of zero input. Shifter blocks are combinational barrel 

shifters, and their architecture is the same as shifters proposed 

in [31]. 

 
Fig. 2: Proposed multiplication algorithm. 

 
Fig. 3: x1 and x2 product plot separated by 1.5 and 3 lines. 

Operands A and B are given to LOD1 and LOD2 as 

inputs. The PE1 and PE2 take the LOD1 and LOD2 outputs, 

which are in one hot representation format, and calculate 𝑘1 

and 𝑘2. 𝑞1 and 𝑞2 are computed by XORing ℎ1 and ℎ2 with 

A and B. We have used a novel approach to calculate term 

2𝑘1+𝑘2. In [29], the authors have used an adder and a decoder 

after PEs to find this term's value. However, in this paper, the 

adder and the decoder are eliminated. Instead, we have placed 

a shifter after LOD1, and the shift amount comes from PE2, 

and PE1 is no longer on its path. With these modifications, it 

seems the level of logic and hardware area must decrease to 

some extent. Shifter2 and shifter3 are responsible for 

calculating terms 2𝑘1𝑞2 and 2𝑘2𝑞1, respectively. To 

approximate 𝑞1𝑞2, first, 𝑞1 is given to PE3 to obtain 𝑚1. Note 

that there is no need for LOD because the PE itself finds the 

position of most significant ‘1’. On the other hand, 𝑞2 

transfers through LOD3, and 2𝑚2 is computed. With the use 

of shifter4, we calculate 2𝑚1+𝑚2. In this paper, to reduce the 

mean error, we used approximation 2𝑚1+𝑚2+1. We reach this 

term easily by concatenating a ‘0’ on the right side of 2𝑚1+𝑚2. 

The four terms calculated before must be added to 

produce the final result. To reduce the complexity of the adder 
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Fig. 4: Proposed approximate multiplier. 

stage, we consider two terms 2𝑘1+𝑘2 and 2𝑚1+𝑚2+1. Thus 

2𝑘1+𝑘2 is a power of 2 and is always greater than 2𝑚1+𝑚2+1; 

we can OR them to find the addition. Lastly, the three terms 

are summed up in an adder, and the final product is obtained. 

3.4. Exploiting Approximate Adders 

A large part of the logarithmic multiplier is devoted to 

adders. This urged us to investigate the use of approximate 

adders in our design. The utilization of approximate adders in 

logarithmic multipliers has been studied in [5]. Some types of 

approximate adders were exploited, and the results showed 

that set-one adders outperform other types. In [29], a 

modified version of set-one adders was introduced and 

employed in their logarithmic multiplier. Therefore, we bring 

our attention to set-one adders and explore the performance 

of our proposed multiplier with them. An n-bit set-one adder 

with m truncated bits (SOA-m) is composed of an m-bit 

approximate part for the least significant bits (lower part of 

the augend and addend) and an exact part for (n−m) most 

significant bits. N-bit SOA-m is depicted in Fig. 5. The 

expressions (11) and (12) describe lower m bit of a set-one 

adder: 

𝑠𝑢𝑚[𝑚 − 1: 0] = 1                                                          (11) 

𝑐𝑖𝑛 = 𝑎[𝑚 − 1] AND 𝑏[𝑚 − 1]                                        (12) 

The adder used in our design sums up three terms to build 

the product. It is composed of a set of 3 to 2 compressors (full 

adder units) followed by a ripple carry adder. As the bit width 

of the result is twice the inputs in multiplication, the adder is 

costly in terms of power and area, and the carry chain causes 

a relatively high delay. Set-one adder can alleviate hardware 

overhead because there are no logical circuits for calculating 

the ‘m’ right-hand bits of the result. So, there is a reduction 

of 2m full adders in our design (m full adders in compressor 

 
Fig. 5: SOA with m truncation bits. 

stage plus m full adders in the ripple carry adder). The delay 

also significantly improves since SOA shrinks lengthy carry 

chain by m bits. The effect of approximation bit numbers in 

the final adder on the accuracy of the proposed multiplier is 

investigated to pick the best value of m. MRED criterion is 

chosen for this purpose. As presented in Fig. 6, for a 16-bit 

multiplier, selecting m to values up to 16 nearly has no impact 

on our multiplier accuracy. Therefore, we chose 16 for 

maximum hardware saving. This means our design is more 

robust than previous works in [5] and [29], in which the 

MRED started to immediately increase when m was larger 

than 11 and 15, respectively. 

4. EXPERIMENTAL RESULTS 

We evaluate our work and compare it with some similar 

works available in the literature in this section. Prior to 

experimental results, error metrics for approximate designs 

are introduced. These criteria are measured for our proposed 

algorithm. Hardware simulations are done, and hardware 

metrics such as area, power, and delay are assessed. For 

evaluation, two 16×16 multipliers with both exact and 

approximate adders have been considered. 

4.1. Accuracy Evaluation 

To assess the accuracy and error characteristics of the 

multiplier, the multiplication algorithm is implemented in 

behavioral level. Because exhaustive simulations are time-

consuming, 107 pairs of random inputs were given to the 

model, and results were obtained. Error metrics, including 

error rate (ER), mean related error distance (MRED), and 

normalized error distance (NMED), are calculated. For 

comparison, multiplier designs available in papers [29], [15], 

and [5] are considered, and the results are listed in Table 1. 

As expected, simulation results verify that our multiplier 

outperforms in terms of accuracy metrics. Because of an 

additional correction term, the MRED and NMED measures 

of the proposed algorithm are lower than LM [15] and ALM-

SOA [5]. Although nearest-one detectors in [29] are removed, 

a good selection of correction terms can compensate for the 

effects, and even results show a reduction in mean relative 

error to about 25.6% than the best available work [29]. It is 

evident from Table 1 that using set-one adders in our 

multiplier does not affect the accuracy severely, and even 

with a high number of truncated bits (m), accuracy metrics 

stay about their values with an exact adder. 

4.2. Hardware Evaluation 

We coded a 16-bit multiplier for hardware assessment 

based on the proposed algorithm. All hardware simulations 

were done in Synopsys Design Compiler with default 

settings, using TSMC 180nm technology. Table 2 presents 

 



M. Arab Nezhad et al.  Journal of Applied Research in Electrical Engineering, Vol. 2, No. 1, pp. 95-102, 2023 

100 

 

 

 
Fig. 6: effect of the number of approximate bits in adder stage on 

the accuracy of the 16-bit multiplier. 

obtained results from simulations. Compared to the proposed 

multiplier in [29], we removed costly subtractors and nearest-

one detectors and replaced them with an array of XORs and 

leading-one detectors, respectively, expecting a power and 

area reduction in our design. Results confirmed that our 

modifications caused a meaningful improvement in both area 

and power consumption. 

The critical path in [29] is related to the path where the 

term 2𝑘1+𝑘2 is calculated. This path goes through an adder for 

computing 𝑘1 + 𝑘2 and a priority encoder for calculating 

2𝑘1+𝑘2. To reduce the delay, we proposed a novel way for 

2𝑘1+𝑘2 computation, in which the adder and decoder are 

replaced with a shifter. The results show a 24% reduction in 

critical path delay with respect to ILM-EA. As discussed in 

Section 3, our algorithm has more persistence to 

approximation in its final adder so that we can exploit this 

characteristic for further hardware improvements. Simulation 

results show that by setting truncation bits (m) to 16, we can 

achieve significant hardware savings and reduce the large 

carry chain of the final adder to half its length. 

To decide which multiplier design is preferable overall, 

i.e., both accuracy and hardware metrics, we compared 

PDP×MRED of the multipliers. The results are presented in 

Table 3.  

Multiplier designs with lower MRED and PDP and, as a 

result, with lower PDP×MRED are more favorable. As seen 

from Table 3, our proposed multiplier with approximate 

adder has the least PDP-MRED product, and therefore it is 

the most hardware-efficient design over others while 

considering accuracy. 

5. JPEG APPLICATION 

We employed our work in the real-world application 

JPEG, an image compression standard [32], To show our 

proposed approximate multiplier's applicability. Image 

compression in jpeg is as follows: the image is first 

partitioned in 8×8 blocks. Then Discrete Cosine Transform  

 

 

Table 1: Error metrics. 

Multiplier MRED ER (%) NMED 

LM [15] 0.0384 99.77 0.0092 

ILM-EA [29] 0.0289 99.95 0.0069 

ALM-SOA-11 [5] 0.0330 98.97 0.0080 

Proposed 

(Exact Adder) 
0.0215 99.95 0.0064 

Proposed 

(SOA-16 Adder) 
0.0228 99.99 0.0064 

Table 2: Hardware metrics. 

Multiplier Power 

(mW) 

Delay 

(nS) 

Area 

(µm2) 

PDP 

(pJ) 

LM [15] 6.00 34.94 146338 209.64 

ILM-EA [29] 8.85 34.49 158629 305.23 

ALM-SOA-11 [5] 4.29 23.50 124871 100.815 

Proposed 

(Exact Adder) 

5.31 29.29 139595 155.53 

Proposed 

 (SOA-16 Adder) 

4.96 20.68 122214 102.57 

Table 3: PDP×MRED of approximate multipliers. 

Multiplier PDP×MRED 

LM [15] 8.05 

ILM-EA [29] 8.82 

ALM-SOA-11 [5] 3.32 

Proposed 

(Exact Adder) 

3.34 

Proposed 

 (SOA-16 Adder) 

2.33 

 

(DCT) is calculated for each block, and after that, the 

quantization step is done. This step is attained by dividing the 

matrix of DCT coefficients by the quantization matrix in an 

element-wise fashion and rounding the results. Then an 

entropy coding is applied to the resulted matrix to reduce the 

image size. Image decompression starts by decoding the data 

and then dequantizing the blocks. Dequantizing is done by 

multiplying the matrix of quantization into each block. This 

step is where we have exploited our multiplier. After 

dequantization, the inverse of DCT (IDCT) is computed, and 

the image is formed. For evaluating the applicability, we 

coded the lossy JPEG standard in MATLAB. We then 

implemented some approximate multipliers, including our 

design, in the dequantization part of the JPEG standard. Two 

measures Peak Signal to Noise Ratio (PSNR) and structural 

similarity (SSIM), are used to compare and inspect the 

applicability of multipliers. Both PSNR and SSIM are widely 

used in image processing; they assess the quality of a 

compressed image. The higher the PSNR, the better the 

quality of the compressed or reconstructed image. Simulation 

results in Table 4 show that using the approximate multipliers 

does not significantly affect the decompressed image's 

quality. As expected, our multiplier has the least quality 

reduction in output image due to its lower MRED. 
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Table 4: PSNR and SSIM values for decompressed images. 

Multiplier PSNR SSIM 

Exact 35.1281 0.9095 

LM [15] 30.2662 0.9001 

ILM-EA [29] 31.9424 0.8953 

ALM-SOA-11 [5] 30.2744 0.8759 

Proposed 

(Exact Adder) 

32.9800 0.9037 

6. CONCLUSION 

In this paper, a new algorithm for logarithmic 

multiplication is proposed and analysed. The use of 

approximate adders (SOA) in the final stage of multiplication 

is also investigated. 16-bit multipliers were implemented 

using this algorithm, and the simulation results on showed 

that by using the appropriate correction term, the multiplier 

accuracy is significantly improved compared to previous 

similar works, so that MRED has decreased by about 25.6% 

compared to ILM-EA. analysing change of MRED with 

respect to truncation width of SOA showed that our design is 

more robust to adder truncation than previous designs, so that 

at ALM-SOA-11 and ILM-EA  the best truncation width is 11 

bits, but MRED in our design does not change much up to 16 

bits. Which can be exploited for more hardware savings. 

Hardware synthesis also show an improvement of 2.12% and 

12% in area, and latency respectively and a 13.5% increase in 

power consumption compared to best results available in the 

literature. The PDP×MRED criterion also shows that our 

multiplier shows the best performance among the existing 

designs by considering both error characteristics and 

hardware measures. Finally, we implemented our multiplier 

in JPEG standard, and results showed that our design is 

applicable in such error-tolerant applications without notable 

quality degradation. 
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