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Compact All-Optical Encoder Based on Silicon Photonic Crystal Structure 
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Abstract: In this paper, a photonic crystal structure composed of silicon rods is proposed for an all-optical 4*2 encoder. 

Four input ports are connected to two outputs port via the cross-connections. Different radii of rods as defects are placed 

in the cross-connection region for coupling the optical waves from the input waveguides to the desired outputs. The total 

size of the device is about 133 μm2. Plane-wave expansion and finite difference time domain methods are used to calculate 

the band diagram and simulation of the optical wave propagation inside the structure, respectively. The maximum rise 

time of the device for all possible states is just about 205 fs, which is less than one in the previous works. No need for a 

bias port and using the same power at input ports are other advantages of this work. The normalized output power 

margins for logic 0 and 1 are calculated by 2% and 34%, respectively. The simulation results demonstrate that the 

presented structure is capable of using in optical integrated circuits. 

Keywords: Encoder, optical devices, photonic band gap, photonic crystal. 
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1. INTRODUCTION 

An ever-increasing demand for fast processing yields to 

excessive attention to optical communication processors and 

systems. High data transferring rate with a possibility for 

integration are the most dominant issues in designing all-

optical circuits [1, 2]. 

Photonic crystals (PhCs), which are periodic arrays of 

dielectric, are known as an appropriate medium for designing 

optical devices because of profitable characteristics, 

including scalability, the capability of integration, and wide 

wavelength range [3]. Besides, impressive features such as 

the photonic band gap (PBG), slow light, and super prism can 

enhance PhCs-based applications. Recently, researchers aim 

to design all-optical devices based on PhCs, and many 

attempts have been made. The various optical devices based 

on PhCs such as filters [4-6], demultiplexers [7-9], adders 

[10-12], flip-flops [13, 14], analog-to-digital converters [15-

17], decoders [18-20], and encoders [21-28] have been 

proposed. 

For optical circuits, multiple sharing among the 

waveguides occurs; thus, encoders are potentially required for 

communication and switching operations. Encoders include 

logic gates which produce output signals depending on their 

corresponding powers at input ports. Plenty of PhC-based 

structures have been proposed and designed for encoding 

operation. Lee et al. [21] have been presented a 4-to-2 

encoder based on the silicon rods with triangle arrangement 

in the air. This structure was constructed of Y-shaped 

waveguides and point defects. Although the normalized 

output power levels for logic 0 and 1 were 5 % and 98%, 

respectively, the large size of the structure was not applicable 

for integrated circuits. Another 4-to-2 encoder was proposed 

by Ouahab and Naoum [22] that consisted of both ring and 

cavity resonators and L-shape waveguides. They used the 

polystyrene defects among the silicon rods as nonlinear 

cavities. The normalized power levels for logic 0 and 1 were 

5% and 45%, respectively, and the size of the structure was 

reduced to 18.5×13 µm2 in comparison to Ref. [22]. 

Moniem [23] proposed a PhC-based encoder using the 

silicon rods with a square arrangement. The encoding 

operation was based on the NOR logic gate and four ring 

resonators. Unlike previously discussed researches, a time 

response analysis was reported. The rise time and the steady-

state time of the encoder were about 2 ps and 3.5 ps, 

respectively. Different optical intensities were used for input 

             Check for 
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and bias waves. Besides, the normalized power levels were 

not reported. So, the proposed encoder may not be suitable 

for coupling to other optical devices. Naghizadeh and 

Khoshsima [24] have presented a 4-to-2 encoder using OR 

logic gates and ring resonators. They claimed that the 

encoding operation was correct, but one of the output ports 

was not active for state 11. The normalized output power 

levels of logic 0 and 1 were 3% and 45%, respectively. The 

size of the structure was as large as 723 µm2, in comparison 

to other discussed works. Another similar structure was 

proposed by Mehdizadeh et al. [25], in which the calculated 

rise time was reduced to less than 1 ps in return for the large 

size of the structure, which was about 880 µm2. Moreover, the 

normalized output power levels of 5% and 27% were reported 

for logic 0 and 1, respectively. 

Gholamnezhad and Zavvari [26] proposed a different 

structure using GaAs rods with a square arrangement. There 

were two ring resonators and two bias ports in this structure. 

The size of the encoder and the rise time were 744 µm2 and 1 

ps, respectively. The normalized output power margins were 

1% and 60% for logic 0 and 1, respectively. The radii of rods 

were reported about 123 nm, which seems to be a challenging 

issue considering semiconductor fabrication confinements. 

Another PhC-based encoder has been proposed by 

Hasangholizadeh-Kashtiban et al. [27] using the elliptical 

ring resonators and nonlinear rods. The radii of rods and 

minimum spacing were 106 nm and 100 nm, respectively, 

which may not be appropriate for semiconductor fabrication 

technology. 

Recently, a 4-to-2 encoder has been proposed by Seif-

dargahi [28]. In this structure, four ring resonators were 

designed, and the size of the device was 792 µm2. The 

normalized output power levels for logic 0 and 1 were 5% and 

42%, respectively. Although the rise time was almost similar 

to the previously discussed works, 1.8 ps, the steady-state 

time obtained for the structure was as long as 6 ps, which 

reduced the data transfer rate of the encoder. Therefore, the 

proposed structure may not be applicable for ultra-fast 

processing systems. 

As discussed, some attempts have been made to improve 

the output characteristics of PhC-based encoders such as rise 

time, size of the structure, and power margin of output states 

simultaneously. Besides, considering restrictions imposed by 

semiconductor fabrication technology, few structures may 

not be acceptable, even though the operation characteristics 

were improved. In this study, a new structure is presented 

using the cross-section waveguides, in which the encoding 

operation is achieved by altering the radii of defect rods and 

no optical bias requirement. The size of the structure is 

decreased to 133 µm2 in comparison with previous works [21, 

22, 24-28]. The rise time is successfully obtained by 205 fs 

that is less than one in the previous works mentioned earlier 

[23-26, 28]. Furthermore, the normalized output power 

margins are 1% and 34% for logic 0 and 1, respectively. By 

comparing the operating characteristics of all reviewed 

encoders, it can be stated that the proposed structure can be 

potentially a proper candidate for being employed as a part of 

optical integrated circuits. 

The paper is organized as follows; in Section 2, the 

designed encoder is presented, and time and power  

 

 

Fig. 1: The band diagram of the fundamental structure. 

analysis are investigated in Section 3. Finally, a conclusion of 

all the above features is presented in Section 4, and the 

proposed structure is being evaluated. 

2. ALL-OPTICAL 4-TO-2 ENCODER 

The fundamental structure consists of a two-dimensional 

22×22 square lattice of silicon rods in the air at X and Z 

directions. The refractive index and radii of the rods are 3.46 

and r=0.2a, where a is the lattice constant. Considering the 

period of 550 nm for this arrangement, the structure’s size 

will be about 133 µm2. The plane wave expansion method is 

used for the calculation of PBG [29]. In this method, 

Maxwell’s equations are defined as follows: 
1

𝜀𝑟
∇ × ∇ × 𝐸 = (

𝜔

𝑐
)
2

𝐸 (1) 

∇ ×
1

𝜀𝑟
∇ × 𝐻 = (

𝜔

𝑐
)
2

𝐻 (2) 

where εr is the relative permittivity, c is the speed of light 

in vacuum, and ω is the frequency of optical waves. Using 

Fourier series expansions for the fields, the eigenvalues (ω/c)2 

were obtained for the different wave vectors. As shown in 

Fig. 1, the structure has one photonic band gap, 0.33 

≤a/λ≤0.45, which is equal to the wavelength range of 1222 

nm≤λ≤1667 nm at TM mode. Because the C and L optical 

transmission bands are covered by this wide range, it is used 

for this work. So, the optical waves with the mentioned 

wavelength will not be propagated inside the structure. 

The next step is arranging the rods performing as the 

encoder. Four input waveguides are constructed by removing 

specific rows of rods, as depicted in Fig. 2a. These 

waveguides are labeled as W0 to W3. The structure is 

completed by two couplers, consist of three groups of rods. In 

Fig. 2b, the magnified view of the cross-section is presented. 

R1, R2, and R3 show the rods’ radii and are equal to 0.8r, 0.5r, 

and 0.75r, respectively, where r is the radius of the 

fundamental rods. To guide the wave through output ports O0 

and O1, two defects are placed at the right corners of W1 and 

W2 waveguides. Port N is placed to exit the optical waves 

injected from port I0. 
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(a) 

 
(b) 

Fig. 2: (a) The proposed structure for optical encoder (b) the 

magnified view for the cross-section. 

According to Bragg’s theory, the incident waves with the 

wavelength of λ and the reflected waves from the periodic 

bilayers are in phase if the equation nada+nbdb=λ/2 is satisfied, 

where na and nb are the refractive indices and da and db are the 

thickness of two layers. Considering the square lattice of the 

dielectric rods in the air gap, one rod and air gap are assumed 

as two different layers for the mentioned equation. To obtain 

the dropping operation at the same wavelength for the 

cavities, the left side of the mentioned equation should be kept 

in a constant value. So, changing the radii of the nonlinear 

rods assists to satisfy the equation. As a result, using the 

different radii in the structure makes the transmission 

operation toward the desired outputs. 

The working states of the structure have been shown in 

Table 1. At each time, only one of the inputs is active (at 

logic1), and other inputs are inactive (at logic 0). In 

corresponding to the input states, O1 in conjunction with O0 

generate the different binary codes. For example, O1=1 and 

O0=0 will be generated if I2 be equal to 1. When the input 

ports are not activated, no signal is guided toward the output 

ports O0 and O1 and results in O0=O1=0. Besides, for the 

working state I0=1, both output ports O0 and O1 will be also 

equal to 0. To distinguish two mentioned cases, port N has 

 

 

Table 1: The working states of the presented structure. 

Input States Output Port Port N 

I3 I2 I1 I0 O1 O0 

0 0 0 1 0 0 1 

0 0 1 0 0 1 0 

0 1 0 0 1 0 0 

1 0 0 0 1 1 0 

 

been placed in the structure. So, N=1 shows the proposed 

device works at I0=1 state. 

3. RESULTS 

In this research, RSoft Photonics CAD 8.2 has been used 

for simulation of the proposed structure. To simulate the 

optical wave propagation throughout the structure, the finite 

difference time domain method is used. In this method, 

Maxwell’s equations are discretised in space and time 

domains and components of the electric and magnetic fields 

are calculated. Also, the perfect matched layer (PML) is 

supposed to the boundary condition. 

The length of the cells (Δx and Δz) is equal to 0.25 nm which 

is less than λ/10 [30]. According to the Courant condition, the 

time step (Δt) should satisfy the following equation [30]: 

𝑐∆𝑡 <
1

√(
1
∆𝑥2

+
1
∆𝑧2

)

 (3) 

The time step of 0.029 fs is used for simulation. As 

shown in Table 1, the optical waves with λ=1550 nm 

launched at input ports considering the priority of four 

encoding states and the corresponding field distributions were 

shown in Fig. 3. Simulation of the structure demonstrates that 

the incoming optical waves from port I0 guide toward port N, 

so both O0 and O1 will be at logic 0 (Fig. 3a). As shown in 

Fig. 3b, the large portion of the launched signal at port I1 was 

coupled to port O0 and resulted in O0=1. One can see that 

port O1 will be activated when the optical waves come in port 

I2 (Fig. 3c). Using the mentioned defect silicon rods in the 

cross-section region results in the interferences in which the 

introduced signals from I1 and I2 are guided toward O0 and 

O1, respectively. Fig. 3d shows that the launched signal from 

port I3 reach to the cross-section and move toward both ports 

O0 and O1. In this state, two output ports will be activated. 

The correct encoding operation of the proposed structure 

was shown in Fig. 3, but as discussed previously, the time 

analysis of the proposed device should be essentially 

reported. In this work, the time that output power reaches 

90% steady-state value is defined as the rise time. The 

temporal behavior of the proposed encoder is demonstrated in 

Fig. 4, and the characteristics mentioned above are 

summarized in Table 2. 

For estimating the normalized output power levels of 

logic states, the worst cases should be considered. So, the 

minimum power level of all logic states 1 and the maximum 

power level of all logic states 0 are reported as the encoder’s 

margins. As can be inferred from Table 1, the normalized 

output power levels for logic 0 and 1 are 2% and 34%, 
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(a) 

 

 
(b) 

 
(c) 

 
(d) 

Fig. 3: The optical wave propagation throughout the 

structure for different input states in which only ports (a) I0, 

(b) I1, (c) I2, and (d) I3 are separately active. 

Table 2: The results of time analysis for the proposed device.  

Input logic states Output logic 

states 

Normalized 

output power 

(%) 

R
is

e 
ti

m
e 

(f
s)

 

I0 I1 I2 I3 N O1 O0 N O1 O0 

0 0 0 0 0 0 0 0 0 0 - 

1 0 0 0 1 0 0 100 0 0 115 

0 1 0 0 0 0 1 10 2 54 205 

0 0 1 0 0 1 0 0 52 2 205 

0 0 0 1 0 1 1 0 34 35 190 

 

     
 (a) 

 
(b) 

    
(c) 

 
(d) 

Fig. 4: The time response of the encoder when only input 

ports (a) I0, (b) I1, (c) I2, and (d) I3 are separately active. 
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Table 3: The main characteristics of the proposed structure 

in comparison with other works. 

Work Output 

power 

margin (%) 

Size 

(µm2) 

Rise 

time  

(fs) 

Regime 

[21] 5-98 - - Nonlinear 

[22] 5-45 757 - Nonlinear 

[23] - 1225 2000 Linear 

[24] 3-45 723 666 Linear 

[25] 5-27 880 1000 Linear 

[26] 1-60 744 1000 Nonlinear 

[27] 5-40 200 - Nonlinear 

[28] 5-42 792 1800 Linear 

This work 2-34 133 205 Linear 

 

respectively. Also, the rise time of the presented structure is 

205 fs. As the final assessment, challenging features of the 

proposed encoder are compared with the previously reported 

ones, and the results are summarized in Table 3.  

One can see that the output power margin is successfully 

increased, and the rise time and the size of the presented 

encoder are less than all reviewed ones [22-28]. In addition, 

there were two bias ports in the design proposed in [23], but 

in the presented encoder, no bias port will be needed. So, 

inevitable properties imposed by high optical intensities will 

be disappeared.  

Many attempts have been made for the fabrication of 

photonic crystal-based structures [31-40]. They have used 

different methods to fabricate these structures such as 

colloidal self-assembly, electron beam lithography, and direct 

writing via multiphoton microlithography. Based on these 

researches, they have been succeeded in decreasing the radius 

of rods to 75 nm. The smallest radius of rods in the presented 

structure is equal to 81 nm. So, one can be optimistic to 

fabricate the proposed device. Besides, the radii of 30 nm [41, 

42], 40 nm [12, 19], 44 nm [43], 45 nm [44], 53 nm [45], 60 

[46], and 70 nm [47] have been considered in photonic 

crystal-based structures for other works. According to the 

obtained results, the proposed structure is capable of using in 

optical integrated circuits. 

4. CONCLUSION 

In this study, a compact photonic crystal-based encoder 

was presented in which the different radii of rods assisted the 

optical coupling among the desired waveguides. The total 

size of the structure was equal to 133μm2, which was more 

compact than other works. The rise time of the presented 

devices was calculated about 205 fs that was smaller than one 

in all previous works, so it is proper for optical processing 

applications. Another advantage of the proposed devices is 

the encoding operation in the linear regime via using the 

linear rods. This issue makes the possibility of working in low 

input powers. Also, the input ports work at the same power, 

and no bias signal is needed. The margins for logic 0 and 1 

were obtained 2% and 34%, respectively. As a result, it seems 

that the presented encoder can be potentially used in optical 

integrated circuits. 
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Abstract: This paper reports a new optical half-adder design using linear defects in a photonic crystal (PhC) structure. 

The half adder's proper design obviates the need to increase the input signal's intensity for the nonlinear optical Kerr 

effect's appearance, which leads to the diversion of the incoming light toward the desired output. The proposed device is 

composed of silicon rods consisting of four optical waveguides and a defect in a PhC. Two well-known plane wave 

expansion and finite difference time domain methods are used to study and analyze photonic band structure and light 

propagation inside the PhC, respectively. The numerical results demonstrate that the ON-OFF contrast ratios are 16 dB 

for “Sum” and about 14 dB for "Carry".  They also reveal that the proposed half-adder has a maximum time delay of 

0.8 ps with a total footprint of 158 µm2. Due to very low delay time, high contrast ratio, and small footprint, they are 

more crucial in modern optoelectronic technologies, so this structure can be used in the next generation of all-optical 

high-speed central processing units. 
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1. INTRODUCTION 

Photon-based devices have been the focus of researchers 

in recent decades due to their high processing speed, small 

area, and low power consumption. The design of optical 

communication systems based on high-speed devices is one 

of the aims of research groups so that it has been growing at 

a high speed in recent years [1–3]. The speed of information 

processing is critical in telecommunication networks. All-

optical logic-based devices are required for realizing a high-

speed processor. All-optical half adders are one of the 

important devices for implementing optical data processing 

systems because all four basic operations in mathematics, 

including addition, multiplication, subtraction, and division, 

can be done using optical half adders [4–8]. Photonic crystals 

(PhCs) play a vital role in all-optical systems [9,10]. Having 

photonic band gaps (PBGs) in a certain wavelength range 

enables them to confine and control the light propagation at 

the appropriate waveguides [11–13]. Therefore, many optical 

devices such as optical filters [14–18], PhC fibers [19–28], 

sensors [20], [29–31], demultiplexers [32–37], switches [13, 

38, 39], interferometers [40,41], logic gates such as NOT, 

AND, OR, NAND, encoders, and decoders [42–45], flip-

flops [46], comparators [47– 49], adders [50–52], and analog 

to digital converters (ADCs) [53–57] have been designed 

using this property of the PhCs. Recently, all-optical half 

adders have been designed and studied based on PhCs. Most 

of the previously proposed logic gates are classified into two 

main categories. The first structures are working based on 

nonlinear Kerr-effect, and the second ones are based on linear 

phase-difference. The structures based on the optical Kerr 

effect need high intensity of light in order to show the 

nonlinear optical Kerr effect. However, in this case, the 

structure is likely to be damaged due to the use of a high-

intensity input optical signal. Researchers have already 

presented different structures for half adders. Jiang et al. [8] 

proposed an all-optical half adder based on self-collimated 

beams in a 2D PhC. In the presented structure, two-line 

defects inside the structure were used to operate as a power 

splitter. Ghadrdan et al. [58] proposed a half adder in a 2D 

PhC by a combination of AND and XOR gates. Xavier et al. 

[59] presented a half adder in a 2D PhC where line defects 

and self-collimated beams were simultaneously used. The 

proposed structure consisted of AND and XOR logic gates. 

             Check for 

              updates 
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Rahmani and Mehdizadeh [60] reported a new optical half-

adder design where three nonlinear ring resonators are used 

in a 2D PhC. The nonlinear resonators were created by adding 

some rods, composed of nonlinear material, to the ring 

resonator structure. The maximum rising time and falling 

time of the half adder were about 1.5 ps and 1 ps, respectively. 

Several optical half-adder and full-adder devices have been 

reported by other authors so far [7,44], [50–52], [61–63].  

This paper designs a linear phase-difference-based half-

adder structure with a low input optical power intensity of 1 

W/µm2. It has a good capability to separate logics 0 and 1 at 

the outputs. To confine light in the waveguides and defect 

region and propagate it as desired, we need wavelengths in 

the PBG of the PhC. Thus, the proposed structure is simulated 

at the c-band communication window (i.e., at 1550 nm). This 

half adder is characterized by a relatively large power 

difference between the two logical levels. It also has low 

delay time, low input power, and a small footprint, which 

reduces the error in high-speed data processing systems.  

2. THE PROPOSED PHYSICAL STRUCTURE 

Fig. 1 shows the symbol and truth table of a half adder. As 

can be observed in the figure, a half adder has two inputs and 

two outputs. X and Y are the input ports while the output ports 

are S and C, where S represents the "Sum" and C represents 

the "Carry". To design an all-optical half adder, we employ a 

21×21 array of dielectric rods composed of silicon arranged 

in a square lattice with an air background. The refractive 

index of the silicon rods is 3.46 at 1550 nm.  

The rods' radius is r=0.2a where a is the lattice constant (or 

pitch size) of the PhC structure, which is 600 nm in this study. 

We calculated the band diagram of the fundamental structure 

using the plane wave expansion (PWE) method [64]. Fig. 2 

illustrates that there are two PBGs in the TM polarization 

mode (the blue color areas).  

The first PBG in the TM mode that is 0.285<a/λ<0.418 has 

the appropriate wavelength range for our purposes. By 

choosing the lattice constant of a = 600 nm, the PBG will be 

at 1435nm<λ<2105nm, which completely covers the C-band 

communication window's wavelength range. 

For an all-optical half-adder design in a 21×21 array of 

dielectric rods, four optical waveguides and one resonant 

cavity are created in the determined regions of the PhC 

structure shown in Fig. 3. In fact, a combination of W1, W2, 

W3, and W4 waveguides with resonant cavity builds our 

optical half adder. The defect region contains ten folds of 

dielectric rods in which the radius of 9 folds (R1) is 60 nm. 

The radius of the last defect rod (R2) shown by yellow is 30 

nm. It is located at the input of W4. X and Y are the half 

adder's input ports at the beginning of W1 and W2, 

respectively. The end paths of W3 and W4 are the S and C 

ports of the proposed half adder.  

3. NUMERICAL RESULTS AND DISCUSSION 

To simulate the proposed structure, we employed the finite 

difference time domain (FDTD) method [65]. The use of a 3D 

simulation to study the proposed structure, which is very  

 

 
(a) 

 
(b) 

Fig. 1: An illustration of (a) block diagram and (b) truth 

table of an all-optical half adder. 

 
Fig. 2: The photonic band diagram of a fundamental square 

lattice PhC structure. 

 
Fig. 3: The proposed all-optical half-adder design in a 

21×21 array of dielectric rods consisting of four optical 

waveguides and one resonant cavity. 

time-consuming, requires a powerful computer [64]. Due to 

the time and memory constraints, the effective refractive 

index method is applied to reduce 3D simulations into 2D 

simulations with acceptable accuracy in this study [64]. The 

proposed half adder has two input ports, so we have four 

different input states. Therefore, we used light waves centered 

at 1550 nm at the input. All cases of the half adder are shown 

in Fig. 4 and classified as follows: 

Case #1: When both input ports (X and Y) are OFF, there 

is no optical power inside the structure, so both output ports 

(S and C) will be OFF (see Fig. 4a). 

Case #2 and #3: When one of the input ports (either X or 

Y) is ON, the resonant cavity will couple the optical beams  
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 4: Light propagation inside the proposed half adder for 

(a) Case #1 (b) Case #2, (c) Case #3, and (d) Case #4. 

into W3 due to wavelength matching between the resonant 

mode of the resonant cavity and the input signal. Therefore, 

in these cases, S will be ON, and C will be OFF (see Fig. 4b, 

and 4c). 

Case #4: When both input ports are ON, the resonant 

cavity will couple optical beams coming from W1 and W2 

into W4. Therefore, in this case, S will be OFF, and C will be 

ON (see Fig. 4c). 

By comparing the results with the truth table shown in Fig. 

1b, it is confirmed that the proposed structure can operate as 

an all-optical half adder. The normalized output of the 

proposed structure is shown in Fig. 5. As shown in Fig. 5a, 

when the input port of X is ON, the normalized intensities of 

the S and C ports are 75% and 5%, respectively. In this case, 

the time delay (steady-state time) is about 0.8 ps. Fig. 5b 

demonstrates that when the Y input port is ON, the 

normalized intensities of the S and C ports are 85% and 2%, 

respectively. In this case, the time delay is about 0.8ps. Fig. 

5c shows when both input ports are ON, the normalized 

intensities of the S and C ports are 2% and 125%, 

respectively. In this case, the time delay is about 0.7ps. The 

results show that our proposed structure has a shorter delay, a 

lower input intensity (equal to 1 W/µm2 because nonlinearity 

is not used), and a smaller footprint compared to previously  

 

 
(a) 

 
(b) 

 
(c) 

Fig. 5: Normalized output power versus time of the 

proposed half adder for (a) Case #1 (b) Case #2 or #3, and 

(c) Case #4 
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Table 1: A comparison of the proposed half adder with 

other published papers. 

Works Method 

Min 

power for 

logic 1 

Max power 

for logic 0 

Time 

delay 
Footprint 

Ref. [8] 
Self-

collimation 
50% 7% - - 

Ref. [58] Nonlinear 81% 22% 0.85 ps 168 µm2 

Ref. [59] 
Self-

collimation 
73% 24% - 169 µm2 

Ref. [60] Nonlinear 100% 0% 1 ps - 

Ref. [7] Nonlinear 96% 4% 3.6 ps 250 µm2 

Ref. [44] Linear 71% 22% - - 

Ref. [61] Nonlinear 95% - 0.91 ps - 

Ref. [66] Linear 95% 19% 4 ps 1056 µm2 

Ref. [67] Linear 45% 19% 0.48 ps 171 µm2 

This work Linear 75% 5% 0.8 ps 158 µm2 

 

reported structures. Considering these results, the ON-OFF 

contrast ratios (10×log (PON/POFF)) for both S and C ports are 

16 dB and 14 dB, respectively. Also, according to the 

presented diagrams, the maximum time delay is about 0.8 ps. 

We considered the time required for the output port to reach 

its steady-state as the delay time.  

Table 1 compares the proposed device performance with 

other published papers. 

4. CONCLUSION 

In this paper, we designed an ultrafast all-optical half 

adder based on a photonic crystal microstructure in an area of 

158 µm2. The photonic band diagram was calculated using 

the plane wave expansion method for TE and TM polarization 

modes. We also studied the light propagation in the device via 

the finite-difference time-domain method and calculated the 

outputs for different input ports' states. One of the most 

important advantages of our structure compared to similar 

studies was the non-use of high nonlinear dielectric rods, 

which eliminated the need to increase the input power to 

divert the incoming light emission to the desired output. 

Simulations revealed that the minimum transmission of logic 

1 and the maximum transmission of logic 0 are 4% and 75%, 

respectively. The calculations also demonstrated that the 

proposed half adder has a steady-state time of 0.8 ps due to 

its small area.  
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Abstract: This paper presents a new algorithm for sizing equations of an Axial Flux Permanent Magnet (AFPM) machine 

based on an analytical method. To obtain a better performance, the dimensions of the stator and rotor cores are 

calculated. It is shown that the magnetic flux densities throughout these cores remain closed to the flux density of the B-

H curve knee point of the ferromagnetic material characteristics. A new algorithm is proposed to determine the 

dimensions of the different parts of the machine, and it is used to calculate the height of the permanent magnet precisely. 

To show the effectiveness of the suggested algorithm, a sample AFPM machine is designed based on sizing equations, and 

Finite Element Analysis (FEA) is employed to validate these design formulas. A complete simulation study is 

accomplished, and some of the results are presented to confirm the accuracy of the sizing equations. 
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1. INTRODUCTION 

Recently, the applications of Permanent Magnet (PM) 

motors in industries have been increased due to their excellent 

performance, sufficient torque, and low noise capability. On 

the other hand, reducing the prices of PM materials and power 

electronic devices directly affects the final prices of the PM 

motors and increases the use of these types of motors in 

various applications [1]. PM motors are divided into three 

categories, including Axial Flux (AF), Radial Flux (RF), and 

Transverse Flux (TF), depending on the direction of the air 

gap flux motion. The AFPM motor structure is a disc-shaped 

motor in which the axial motion of the air gap flux causes 

outstanding features, such as high torque density and 

excellent efficiency [2]. Besides, AFPM machine structures 

are varied in terms of the number of rotor and stator discs and 

stator structures. There are different structures for the stators 

of this motor, e.g. slotted stator, slotless stator, and coreless 

stator. These various structures of AFPM motors have quite 

different performance characteristics. One of the most 

important performance differences between these types of 

motors is torque fluctuations. The most important 

disadvantage of the slotted AFPM motors is their large 

cogging torques. There are various methods, e.g., skewing 

PM [3, 4] and manufacturing slotless [3, 5] or coreless 

structures, that are used to reduce torque fluctuations and 

noise of the motor. Since PM skewing has no significant 

impact on the reduction of torque fluctuations, the slotless 

stator structure is used to significantly reduce torque 

fluctuations.  

Based on the above explanation, AFPM motors have a 

large variety in terms of the number of rotors and stators, but 

double-sided structures are widely applicable [6-9]. Based on 

the position of the rotor and stator, double-sided structures are 

classified into two categories, i.e., axial-flux interior-rotor 

(AFIR) and TORUS structures [10-12]. The AFIR structure 

has two stators and one rotor placed between the two stators’ 

discs. The TORUS structure has two rotors and one stator 

placed between the two rotor discs. Because of the simplicity 

of the manufacturing process and the efficient use of coils and 

stator core, AFPM motors with TORUS structures have 

widely been used. 

In [13], several ways for skewing PM have been 

presented to minimize axial flux PM motor cogging torque. 

This paper has investigated the amount of cogging torque 

reduction related to the amount of permanent magnet skewing 

and its geometry. According to the results, the use of skewed 

PM instead of conventional PM reduces the amount of torque 

cogging dramatically. 

             Check for 

              updates 
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Axial flux PM motors with surface-mounted magnets 

and without stator core have more efficiency and less axial 

length than motors with a stator core. The motor presented in 

[14] has an internal magnet, spoke rotor, and variable air gap 

that cause sinusoidal waveform of the back EMF. The 

simulation results reveal that by increasing air gap flux 

density, the presented motor has higher power density and 

torque density than conventional motors with surface-

mounted magnets. 

In [15], an improved magnetic equivalent circuit of a 

synchronous generator has been used to design a coreless 

axial flux PM generator with two rotors and one stator and 

with a direct connection for wind turbines. The rotor 

saturation is also considered in the introduced equivalent 

circuit. The multi-objective optimization algorithm PSO has 

been used to optimize the generator. The design objectives 

are minimizing the cost of materials used in the generator and 

maximizing the efficiency of annual energy. 

In [16], two methods of PM shift and asymmetric magnet 

have been used to reduce the amount of motor cogging torque. 

The results show that the simultaneous use of two methods of 

magnet skewing and magnet shifting has a significant impact 

on reducing the amount of cogging torque. These two 

methods are applicable without adding any complexity to the 

manufacturing process and changing the structure of the 

motor. Also, the results show that it is possible to design an 

axial flux PM motor with small cogging torque and almost 

sinusoidal back EMF with integer coefficients q. 

In [17], an axial flux PM motor with a trapezoidal stator 

core has been introduced and optimally designed. The 

optimization objective is maximizing efficiency and 

minimizing motor volume. Also, the motor with a power of 

250-1000 W has been designed and compared. The results 

show that at the same power and efficiency levels, the motor 

with a trapezoidal core and a winding angle larger than the 

PM angle has a smaller volume. 

In [18], the equivalent circuit of axial flux PM machine 

has been introduced. In this equivalent circuit, the magnetic 

saturation, the leakage flux, the armature reaction, and the 

rotation of the rotor have been considered. The air gap flux 

density, the back EMF waveform, and the rotor average 

torque can be calculated by this equivalent circuit. The 

magnetic equivalent circuit has a small computational size, 

which facilitates the use of optimized algorithms. 

In [19], an analytical method has been presented to 

determine the sinusoidal magnet shape in an axial flux PM 

machine with a speed of 1,000,000 RPM for use in the 

flywheel. The back EMF waveforms have been investigated 

for both distributed and centralized windings. The results 

show that the use of a sinusoidal magnet causes sinusoidal 

back EMF and thus a reduction of the output torque 

fluctuations. Also, the concentrated winding back EMF has a 

bigger main component and THD than distributed winding. 

This paper uses a particle swarm optimization (PMO)-

based method to optimally design a TORUS axial flux motor. 

In this design, process design variables of the electric motor 

(the number of pole pairs, input voltage, air gap flux density, 

air gap length, the ratio of internal to external diameter of the 

motor, ratio of pole arc to pole pitch, and electrical loading) 

are employed to reduce the consumed magnet volume and 

Total Harmonic Distortion (THD) of back Electro Magnetic 

Field (EMF). The results of the presented sizing equations 

and PSO algorithm are validated by using FEM simulation 

results. 

PM motors are always proposed as a substitute for 

conventional induction motors, but their higher prices 

compared to induction motors are the main reason that makes 

this type of motor be used to a lesser extent. Since the price 

difference between these two types of motors is often due to 

the use of PM, this paper considers the minimization of the 

PM amount a design optimization objective function. 

This paper is organized as follows. Section 2 presents the 

sizing equations of a slotless AFPM machine. Section 3 

discusses the proposed design algorithm. Then, FEM 

software is applied in Section 4 to investigate the operational 

behavior of the suggested model, and the related simulation 

results are analyzed. Finally, comparative cost analysis and 

conclusion are given. 

2.  SIZING EQUATIONS OF A SLOTLESS AFPM MACHINE 

The flux path in non-slotted AFPM machines is shown 

in Fig. 1. By studying the flux path, the sizing equations of 

this machine can be derived. 

By neglecting leakage inductance and winding 

resistance, the output power of the machine is obtained as 

follows [7, 8]: 

where η, m, e(t), i(t), Kp, Epk, and Ipk are efficiency, number 

of phases, the instantaneous value of the induction voltage, 

the instantaneous value of the phase current, electrical power 

waveform factor, the maximum value of the back EMF and 

the maximum value of the phase current, respectively. Kp can 

be calculated from the following equation: 

(2) 

  

If a conductor is placed inside a time-varying magnetic 

field, the voltage will be induced in the conductor. The 

induced voltage in the conductor is calculated by 

(3) 
 

where V is the speed of conductor motion or the rate of the 

flux density variation, l is the length of the conductor, Bgp is 

the maximum flux density, and Kw is the winding coefficient. 

By using Eq. (3), the voltage induced in the TORUS axial flux 

permanent magnet motor can be obtained. In this type of  

 

 

Fig. 1: Flux path in AFPM coreless 
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machine, the values of l and V can be calculated as follows: 

 

(4) 

 

(5) 

By substituting Eq. (4) and (5) in (3), we have: 

(6) 

 

where Ke is the EMF coefficient, p is the number of pole pairs, 

Do is the outer diameter of the stator, Bgp is the maximum flux 

density in the air gap, and λ is the ratio of inner diameter to 

the outer diameter of the machine. The rms value of the phase 

current of the stator winding is obtained by using the 

following equation: 

(7) 

 

where A and Dave are electrical loading and average diameter 

of the stator, respectively. Dave can be calculated by 

(8) 

 

By substituting Eq. (8) in Eq. (7), the peak value of the 

current is obtained as follows: 

(9) 

 

where Ki is the current waveform factor, which is calculated 

by using the following equation: 

(10) 

 

By substituting Eq. (6) and (9) in (1) and simplifying the 

final equation, the outer diameter of the stator is obtained as 

follows: 

(11) 

 

The saturation phenomenon increases the core losses of 

the machine. Therefore, the axial length of the stator and rotor 

cores should be calculated so that the fever local saturation 

occurs in the cores. On the other hand, to reduce machine 

weight and cost, the core should be as small as possible. 

Therefore, the axial length of the core must be determined so 

that the flux density of the core becomes close to the flux 

density of the B-H curve knee point of the core ferromagnetic 

material. 

By formulating the flux passing through the air gap and 

flux inside the core and simplifying it, the axial length of the 

stator core is obtained as follows: 

(12) 

 

where Lcs is the axial length of the stator core, Bcs is the 

maximum flux density in the stator core, and Ka is the ratio of 

the average flux density to the maximum flux density in the 

air gap. 

In addition, by formulating the flux passing through the 

rotor core and the magnet flux, the axial length of the rotor 

core is calculated as follows: 

(13) 

 

where Lcr is the axial length of the rotor core and Bu is the 

ratio of air gap flux density to the leakage factor. The 

thickness of the stator winding increases the effective air gap 

length and consequently increases the axial length of the 

machine. In slotless AFPM machines, the inner diameter of 

the machine limits the number of wires placed next to each 

other and in some cases, the wires are wrapped on one another 

due to space constraint. For this reason, the thickness of the 

winding layer is dependent on the inner diameter of the 

machine. The thickness of the winding layer in slotless AFPM 

machines can be calculated by using the following equation: 

(14) 

 

where Acu is the cross-section of the wire, Nph is the number 

of turns per phase, and Kcu is the coil fill factor. 

To produce flux in the air gap, a PM is used because its 

thickness is dependent on the desired flux density in the air 

gap, the air gap length, and the thickness of stator winding. 

Various methods are used to calculate the length of the 

magnet, but in most research projects, Eq. (15) is used to 

calculate the thickness of the magnet. In this equation, the 

important influence of the magnet width on the thickness of 

the magnet is neglected, which reduces design accuracy [2]. 

(15) 

 

where Wcu, g, and Lpm are the thickness of the stator winding, 

the air gap length, and the thickness of the magnets, 

respectively. 

The following equation can be used recursively to 

exactly calculate the magnet thickness [10,11]: 

(16) 
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where tp, Br, and α are pole pitch, the residual flux density of 

the magnet, and the ratio of the pole arc to the pole pitch, 

respectively. Also, the power density of the machine, i.e., the 

ratio of the output power to the machine volume can be 

calculated using the following equation: 

(19) 

 

where Ltot is the axial length of the machine obtained by 

(20) 

 

By using the extracted sizing equations and the PSO 

algorithm, the desired electric motor can be designed. 

3. PROPOSED DESIGN ALGORITHM 

By using the above equations, a design algorithm is 

proposed for slotless AFPM machines. The flowchart of the 

proposed algorithm is shown in Fig. 2. According to this 

flowchart, the overall machine design limitations, such as 

axial length, outer diameter, and efficiency of the machine, 

are first determined. In the machine design, some design 

parameters are optionally determined and the values of the 

other parameters (unknown problems) are calculated from 

these optional parameters. In the second step, the values of 

these optional parameters are determined independently of 

the other parameters. 

Then, the dimensions and computational parameters are 

obtained based on the equations presented in Section 2. The 

most important point in the proposed design flowchart is the 

calculation of the air gap flux density by using Eq. (16). 

The flux density, which is obtained from this equation, is 

compared with the reference value. In the case of inequality 

of these two values, the thickness of the PM is increased or 

decreased until these two values become equal. In this case, 

the exact thickness of the magnet is obtained to generate the 

desired flux density in the air gap. The objective function of 

the optimization algorithm is then calculated. This design 

process is repeated until the objective function is met, and the 

design algorithm converges. The results of the design 

algorithm are presented in the following sections. 

4. SIMULATION RESULTS 

To validate the equations presented in the previous section, 

these equations are used to design a sample slotless AFPM 

machine. The list of the materials used in different parts of 

the machine is listed in Table 1. Due to the lack of slots in the 

stator core, it is possible to distribute the arm of each coil in 

the stator periphery. This has a direct effect on the THD 

amount of the induced voltage in the windings. To illustrate 

this issue, motors with different stator winding distribution 

are designed. By using the equations presented in this paper, 

the dimensions of these machines are determined. Table 2 

presents the basic dimensions and the parameters of the 

designed machines. According to the parameters in this table, 

the designed motor with 60° electrical distributed coil has 

better performance characteristics compared to the other three 

motors. 

 

 

Fig. 2: The flowchart of the machine design process 

Table 1: The materials used in different parts of the 

machine 

Permanent magnet N45 

Stator core type 50A470 

Rotor core type 50JN400 

Coil type Copper 
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Table 2: The basic dimensions and parameters of the 

designed machines with different stator winding 

distributions 

A THD 

Back 

 EMF 

𝑉𝐿 

(𝑉) 

𝐷𝑜 

(𝑚𝑚) 

𝑃𝑀𝑑𝑒𝑛 

(𝑐𝑚3) 

Coil 

distribution 

(Electrical 

degrees) 

25571 6.4031 107.314 161.692 21.048 60 

28897 6.5018 161.784 155.371 23.345 54 

19963 8.5723 115.271 175.843 27.145 42 

19047 9.8065 146.289 179.091 35.846 30 

𝜆 𝛼 𝐵𝑔 

(𝑇) 

𝐿𝑐𝑟 

(𝑚𝑚) 

𝐿𝑐𝑠 

(𝑚𝑚) 

𝐿𝑝𝑚 

(𝑚𝑚) 

0.7 0.699 0.35 5.8875 10.078 2.872 

0.7 0.697 0.35 7.0662 12.101 3.463 

0.7 0.698 0.35 6.3974 10.957 3.137 

0.7 0.699 0.349 8.1064 13.913 3.988 

 

Further analyses are done on this type of motor. The 

optimization objective function of the electrical machine is 

one of the most important parts of the design process. So, by 

changing the optimization objective function, the dimensions 

and performance characteristics of the machine can be 

changed significantly. The optimization objective function is 

determined based on the application type of the machine, 

consumer demands, and mechanical and magnetic 

constraints. Considering the AFPM motors with better 

performance characteristics in comparison with the 

conventional induction motors, it is possible to introduce this 

type of PM machines as a substitute alternative for 

conventional induction motors. 

But, due to the use of PM in AFPM motors and the high 

price of this type of material, AFPM motors are more 

expensive compared to conventional induction motors. 

Therefore, this paper considers minimizing the volume of 

used permanent magnet as an optimization objective function. 

In this case, the price difference between AFPM motor and 

conventional induction motor can be reduced as much as 

possible. Therefore, the usage of AFPM motors instead of 

conventional induction motors is economically justified. 

By using the PSO algorithm, the dimensions and basic 

parameters of the slotless axial flux permanent magnet 

machine with 60° electrical distributed winding are calculated 

to achieve an almost sinusoidal back EMF. In addition, this 

algorithm is used to minimize the needed magnet. This 

optimum design process is done by using MATLAB 

software. The characteristics of the motor for minimization of 

magnet weight are given in Table 3.  

Now, by using parameters values given in Table 3 and 

finite element analysis, the designed motor is evaluated. 

The machine is constructed by putting identical pole 

pairs around the axis of the machine. Only one pole pair is 

considered in the processes of design. Based on this structure, 

the machine performance is evaluated to reduce the analysis 

time of the machine. Flux density distributions in the stator 

and rotor cores for open-circuit conditions are shown in Fig. 

3 and Fig. 4, respectively.  

Table 3: The basic dimensions and parameters of the 

designed machine 
Parameter Value Unit 

𝜆 0.7 - 

𝛼 0.6992 - 

        𝐵𝑔(𝑇) 0.3501 Tesla 

        𝑔(𝑚𝑚) 1 mm 

          P 5 - 

       𝑉𝐿(𝑉) 60.44 Volt 

     𝐿𝑝𝑚(𝑚𝑚) 2.8583 mm 

          A 25598 A/m 

         𝐷𝑜 161.53 mm 

         𝐿𝑐𝑠 10.068 mm 

         𝐿𝑐𝑟 5.2959 mm 

        𝑃𝑑𝑒𝑛 1.3551 W/Cm2 

 

 

Fig. 3: The flux density distribution of the rotor core 

 

 

Fig. 4: The flux density distribution of the stator core 

The maximum flux densities in the stator and rotor cores are 

equal to 1.5021 Tesla and 1.4910 Tesla, respectively, which 

are equal to the values considered at the beginning of the 

design process. As shown in these figures, no local saturation 

occurs in the stator and rotor cores. 

The air gap flux density of the motor in no-load 

conditions is shown in Fig. 5. According to the equations 

presented in the previous section, the magnet thickness and 

coefficient α have significant impacts on the amplitude and 

shape of the air gap flux density. In this paper, the magnet 

thickness is designed to achieve the maximum air gap flux 

density of 0.5 Tesla and the average air gap flux density of 

0.35 Tesla. Furthermore, the FEA results show the maximum 

air gap flux density of 0.494 Tesla and the average air gap 

flux density of 0.3409 Tesla, so the equation presented for 

calculating magnet thickness has high accuracy and the 

results show that the presented method is effective. 
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Fig. 5: Air gap flux density 

Waveform and the value of the back EMF have a 

significant influence on almost all performance 

characteristics of the machine, including power capability, 

power factor, and torque ripples. The back EMF waveform of 

the designed machine is shown in Fig. 6. Also, the values of 

the harmonic component of the back EMF waveforms are 

presented in Fig. 7. It is clear that the back EMF waveform is 

almost a pure sinusoidal waveform that results in the 

reduction of the motor torque fluctuations. Fig. 8 shows the 

rated torque of the motor. As shown in this figure, the motor 

torque is almost constant. 

The THD reduction of the back EMF waveform reduces 

the THD of the input current and motor torque fluctuations. 

For this reason, another optimization objective function is 

used to reduce the back EMF waveform THD. This is possible 

by making the air gap flux density sinusoidal and avoiding 

the saturation of the rotor and stator cores. As shown in Fig. 

7, the THD of the back EMF waveform is about 6.4031 

percent, reflecting that it is almost sinusoidal and one of the 

design objectives is accomplished. 

According to the results presented in this section, the 

values obtained from the introduced equations are largely 

close to FEA results, showing high accuracy of these 

equations. To better investigate these equations, a comparison 

has been made in Table 4 between these equation results and 

FEA results, which confirms the accuracy of the presented 

scheme. 

5. CONCLUSION 

This paper presented a new optimization algorithm for 

the calculation of the basic dimensions of a slotless AFPM 

machine. The presented equations can be applied to design a 

machine in such a way that the magnetic flux density 

throughout the stator and rotor cores remains just below the 

saturated values. This value is specified by the ferromagnetic 

material characteristics, which results in using active 

materials most effectively. To verify the design procedure of 

the present paper, a sample machine is designed. FEA is 

carried out for performance evaluations of the machine. The 

simulation results present the uniform distribution of the flux 

density inside the cores, which leads to the design of a 

machine with a lower total iron loss. It is shown that the 

amplitude of the back EMF is in accordance with the value 

considered at the beginning of the design algorithm. Also, it 

is obvious that the back EMF is almost sinusoidal. Some other 

results have been presented, according to all of which the 

validity of the proposed design algorithm is confirmed. 

 

Fig. 6: The induction voltage of the motor 

 

 

Fig. 7: The harmonics of the induction voltage 

 

 

Fig. 8: The rated torque of the motor 

Table 4: A comparison of the results obtained from sizing 

equations and finite element method. 

Parameter FEM Sizing Equations Unit 

𝐵𝑔 0.3409 0.35 Tesla 

𝐵𝑔𝑝 0.494 0.50 Tesla 

𝐵𝑐𝑠 0.9585 0.9549 Tesla 

𝐵𝑐𝑠𝑝 1.5021 1.5 Tesla 

𝐵𝑐𝑟 0.9515 0.9549 Tesla 

𝐵𝑐𝑟𝑝 1.4910 1.5 Tesla 

𝐵𝑢 0.6044 0.5857 Tesla 

𝐼𝑝ℎ 6.016 5.965 A 

𝐸𝑝ℎ 119.78 123.18 Volt 

𝐾𝑖 1.3360 1.3485  
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Abstract: The phenomenon of broken conductor faults (BCFs) in power transmission lines and, consequently, the 

suspension of the hot-line with no connection to ground, tower, or other conductive/non-conductive bodies is amongst 

special faults in terms of fault detection and location in the protection industry. Once such a failure occurs, the current 

of the faulty phase does not increase, which leads to the inability of standard fault detection functions in detecting the 

event. On the other hand, the variable nature of transmission line parameters due to weather conditions leads to 

misoperation and malfunction of fault detection and protection schemes of industrial relays in some cases. This paper, 

for the first time, presents a BCF location scheme without requiring line parameters data and only using magnitudes of 

current and voltage phasors of a single terminal based on Group Method of Data Handling (GMDH). In this method, a 

function is interpolated, the inputs of which are the current and voltage of the faulty phase, and its output are the accurate 

location of the fault. The function can be developed for all topologies of transmission lines. The proposed method is 

implemented in the MATLAB software and the obtained results verify the solidity and perfect performance of the method 

for different fault conditions. 
 

Keywords: Broken conductor fault location, series conductor, GMDH, current and voltage phasors, single-terminal method, 

transmission line parameters.  
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1. INTRODUCTION 

1.1. Motivation 

In general, normal shunt and series faults always threaten 

the power system. Normal shunt faults include phase-to-

ground and phase-to-phase faults which occur due to factors 

such as lightning, flashes or arcs, bird collision, the 

connection of a conductive object between phases, or 

between a phase and the tower, to name but a few [1]. Series 

faults include the interruption of one or more phases in which 

the phase or phases have no connection to ground or other 

conducting objects. Such faults typically happen due to 

broken conductors, misoperation of single-phase switchgear, 

or single-phase fuses [2]. In electrical transmission lines, the 

phase current is not increased when the phenomenon of 

broken phase occurs between the conductors connected to the 

towers, which results in the misoperation of standard 

protection algorithms embedded in the relays. Thus, 

manufacturers of protection relays attempt to find suitable 

protection functions and algorithms to detect, classify, and 

locate BCFs in transmission lines. 

Another issue that always causes errors in protection 

algorithms is the implementation of line parameters in 

algorithms. Because electrical transmission lines are always 

exposed to changing weather conditions, their parameters 

change over a long time when compared to the initial values 

provided in their catalogs, hence leading to malfunctions [3]. 

Therefore, designing a protection algorithm requiring none of 

the transmission line parameters is a very useful advantage 

for protection schemes. According to the issues raised above, 

this study aims to design an algorithm for BCF location in 
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transmission lines using current and voltage values of a single 

terminal without requiring line parameters. 

1.2. Literature Review 

In general, series fault location methods in transmission 

lines are divided into four basic categories including the 

impedance or phasor theory-based methods, the traveling 

waves-based methods, the digital signals analysis and 

processing-based methods, the methods based on teaching 

and learning, and those which focus on pattern designs such 

as artificial neural networks (ANNs), fuzzy logic (FL), and 

optimization [4]. 

Ref. [5] presents three methods for locating BCFs. These 

three methods include fault location based on capacitive 

charging current ratio, according to the line hyperbolic 

equation analysis, in which the third method is based on the 

analysis of positive-sequence components of the faulty 

network. Capacitive charging current ratio is the simplest 

approach to calculate the distance between the relay terminal 

and the broken conductor. The first method can be employed 

only for lines with significant capacitive charging current; 

otherwise, the relay cannot locate the fault. In the distance 

calculation method using full line equations, it is assumed that 

the lines are completely transposed and zero-sequence 

parameters are employed, which may not be accurate due to 

changes in weather conditions and the return paths of zero-

sequence to ground. This method is computationally 

inefficient and the calculation of distance is erroneous due to 

the non-transposable nature of the lines and its dependence 

on zero-sequence parameters. Calculating the fault location 

using positive-sequence components utilizes only positive-

sequence parameters, which are probably more accurate than 

zero-sequence parameters. This method is more 

computationally efficient as it does not use iterative methods 

to solve the equations. However, this method assumes that 

transmission lines are completely transposed and can 

therefore have computational errors due to the nature of the 

non-transposed lines. 

In [6], BCF detection and location are presented using 

communication-based techniques. The authors in this paper 

have used an open conductor detection (OCD) system, where 

BCF sensors are used in towers and inter-conductor bases. 

OCD sends this data to the control center through some 

communication devices using GSM technology. The main 

purpose of this system is to transmit and interpret the 

abnormal conditions of the network concerning BCF 

conditions, and transfer the information of this power outage 

to the control center. The network operator searches for the 

last active OCD and the first inactive OCD, locates the fault, 

and then takes actions to prevent accidents and minimize the 

failure. 

Two different methods based on other communication-

based techniques, namely the F-PLCCG and the Hybrid AD 

Method, are also presented in [7]. The F-PLCCG method is 

designed to detect broken conductors between two 

substations, which requires very expensive hardware and 

highly advanced communication systems that are not cost-

effective. Nonetheless, the Hybrid AD method is less 

expensive and provides the exact location. In this method, the 

power line guardian (PLG) plays a key role and can locate the 

BCF that does not touch the ground using the second-

harmonic traveling waves. PLG uses a current transformer 

and measures the high-frequency range (traveling wave 

frequency). However, it should be noted that the 

implementation of communication-based techniques leads to 

additional hardware and software complexity and is not 

economical. 

The two main BCF detection and location methods based 

on digital signal processing and analysis (harmonic 

components) are described in [8-11]. In the first method, the 

status of the BCF is provided based on monitoring harmonic 

components 1, 3, 5, and other harmonics in the neutral current 

of the transformer and using dominant component changes. 

Nevertheless, the technical justification behind this approach 

is not available. Determining the threshold value in this 

method is difficult because the measured harmonics can be 

affected by other factors such as resonance. As a result, 

applying this approach to different cases can be challenging 

[8-9]. The second method utilizes a voltage source in the 

neutral of the transformer and measures its corresponding 

excitation current. If the current is low, the BCF condition is 

detected [10]. 

The BCF detection scheme based on the third harmonic 

is described in [11]. This design is used for lines connected to 

a no-load transformer with a grounded star, and its principles 

are based on reducing (near zero) zero-sequence voltage and 

current on the primary side of the ground transformer. To 

detect BCFs in this method, it is necessary to determine the 

threshold values and measure the zero-sequence impedance 

of the transformer’s downstream network. To obtain 

threshold values in this paper, day-ahead measurements of 

zero-sequence current and voltage values were used. This 

method may also be affected by noise and abnormal 

harmonics (inter-harmonics) and may fail to correctly detect 

the BCF event.  

In [12], the ANN is employed as a BCF detector. The 

only problem with this design is its complexity in terms of 

hardware implementation. Moreover, only the BCF detection 

problem was taken into account with no idea on how to solve 

the BCF location problem. 

Additionally, ABB-REL 521 and SIPROTEC 4 

(7SA612) as industrial relays employ BCF detection methods 

based on the calculation of the asymmetry between phase 

currents. These methods are realized by measuring the ratio 

between maximum and minimum phase currents, i.e., they 

compare the minimum and maximum current values, and the 

relay issues a trip command if the minimum current is less 

than 80% of the maximum current for a certain time interval. 

After about five seconds, a "Broken Conductor" alarm or a 

three-phase interruption signal is issued by the relay [13-14]. 

Moreover, the BCF algorithm in the Areva MICOM P443 

[15] relay is based on the negative-sequence phase current 

level or the ratio between negative- and positive-sequence 

currents. However, if the above-mentioned methods are used 

in a low-load line, the negative-sequence current caused by a 

series fault may be very close to or less than the full-load 

steady-state imbalance value which is caused by current 

transformer faults, load imbalance, etc. As a result, the 

negative-sequence module of the relay cannot work well in 

low-load conditions [16]. 
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1.3. The Challenge 

According to the literature review in the previous section, 

the BCF location problem without requiring the data of 

transmission line parameters has so far remained unsolved. 

The problems caused by this phenomenon threaten the 

stability of the power system because of the shortcomings of 

the proposed methods in this field. Many reports are 

submitted every year from the protection units of electrical 

energy companies complaining about the failures. On the 

other hand, a suspended line without connection to any point 

endangers lives due to direct contact of humans or their 

vehicles with the phases suspended in the air and creates 

irreparable damages. Therefore, designing a suitable fault 

location algorithm without the need for transmission line 

parameters in this field is necessary. The independent 

performance of such an algorithm is considered as a very 

desirable advantage for a BCF location scheme. 

1.4. Contributions 

The main contribution of this paper is proposing a BCF 

location algorithm in electric power transmission lines based 

on the GMDH function fitting method using current and 

voltage measurement data of a terminal requiring no 

information regarding transmission line parameters. The 

scheme hypothesis presented in this paper is that the 

interrupted phase is identified by a BCF detection algorithm. 

Then the current and voltage data of the interrupted phase, 

which were calculated during the conductor breakage period 

using the full-cycle Fourier algorithm with a sampling 

frequency of 2.4 kHz, are used as inputs for the BCF location 

function calculated by the GMDH function fitting method to 

estimate the fault location. The GMDH function fitting 

method is performed by teaching and learning the GMDH 

network, and finally, a function was extracted as the BCF 

location estimation function based on the current and voltage 

phasors of the interrupted phase. The successful output results 

of the algorithm test given in the simulation results section 

confirm the correct performance of the algorithm proposed in 

this paper. 

1.5. Organization of the Study 

The paper is organized into eight sections. Section 1 

presents the introduction to the topic. In Section 2, the GMDH 

structure analysis theory is fully described. Section 3 explains 

the theory of the proposed method in detail. Section 4 

provides test results of software simulation. In Section 5 of 

the paper, the types of sensitivity analyses affecting the 

algorithm results are given. In Section 6, the discussion and 

comparison between the results of the proposed algorithm and 

its counterparts are presented. Section 7 presents research 

suggestions for future work, and finally, in Section 8, the 

conclusion is presented. 

2. STRUCTURE OF GMDH  

The GMDH function fitting method was first introduced 

in 1968 by Ivakhnenko [17]. The bases of this structure are 

the repetition of a series of simple mathematical operations to 

find the relationship between inputs and outputs and the 

establishment of layers in which low-impact parameters are 

removed and more effective parameters are transferred to the 

next layers. In general, it can be said that the process of output 

estimation is such that by combining small and simple 

components, it will be able to describe and analyze large and 

complex systems. In the GMDH structure, an attempt is made 

to determine the relationship between correlated inputs x and 

outputs y. This relationship can be expressed clearly using (1) 

[18-19]: 

1 0
1

( ,..., )
m

n i i
i

Y x x a a f


   (1) 

where, 𝑎0 is the bias coefficient, 𝑎𝑖 is the i-th weighting 

coefficients, and 𝑓𝑖 is the i-th base function. In (1), the 

function 
^

f is supposed to be a good approximation of f so 

that for the inputs
1 2 3( , , ,..., )nX x x x x we will have the 

outputs 
^

y , which is a good approximation of y . The value of 
^

y  will an approximation of the value of y, and it can be 

replaced with an acceptable amount of error. A set of partial 

models are fitted by the least-squares method, and we will 

achieve the optimal model using the initial models based on 

the considered indices. By cascading the previous models and 

applying them to the next models, the final model will be 

created. This process will continue until we reach the final 

optimal model. The principle behind the technique is defined 

by expressing a few sentences of Volterra, known as 

Kolmogorov-Gabor [17]:  
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As can be seen, (2) will increase exponentially as the 

number of inputs increases and the system practically begins 

to become too complex to solve this problem by dividing the 

model into smaller problems and solving them separately. 

According to Ivakhnenko's theory, a relation can be 

calculated for both inputs from n inputs. For n inputs, we have 

( 1)

2 2

n n n  
 

 

 primary nodes, each of which is calculated 

based on (3): 
^

2 2
50 1 2 3 4( , )i j i j i j i jl l

y G x x c c x c x c x c x c x x     +  (3) 

where, index l denotes the number of the layer that creates the 

nodes, and coefficients c are the weights that establish the 

relationship between the two inputs and outputs. These nodes 

are the primary nodes created by the GMDH equations. In the 

next step, and to minimize the error, the algorithm uses (4) to 

properly fit ˆ
my . 

1

( )

min

M

i i
i

y G

E
M





 
  (4) 

Based on (4), which is considered as the fitting condition, 

it is possible to reach the final optimal model from the initial 

models. Using this method, a set of outputs are fitted in each 

step and sent to the next step and a set of them will be deleted. 

Then, in the next step, according to (3) by employing the input 

values from the previous step, the relationship between the 

winning inputs will be compiled in pairs and the fitting will 

be done. These steps continue until a certain level of error or 
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Fig. 1: Hypothetical structure of the considered GMDH 

network. 

a certain number of layers is obtained. This problem can be 

represented graphically as in Fig. 1 [17-19]. 

To calculate coefficients C in (3), the problem can be 

analysed in matrix form. To this end, (3) can be rewritten as 

(5). Also, to simplify the calculations, (5) can be written in 

closed-form as given by (6): 

2
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(5) 

^

l l
Ty G C x   (6) 

This equation should be rewritten for all inputs and 

outputs assuming the corresponding m: 
T

lY C X
 (7) 

In (7), Y as the outputs corresponding to X and C are the 

weighting coefficients of the function. To solve this equation, 

according to (8), both sides of the equation must first be 

multiplied by TX and then by 1( )TXX  . 
1 1( ) ( )T T T T T T T TYX C XX YX XX C XX XX     (8) 

In (8), as it is known, the right side of the equation, i.e., 

( )T TXX XX 1 , is equal to the unity matrix. Besides, if we 

show the final result of the matrix 1( )T TX XX   as a matrix

†X , then the constant coefficients of the final function can 

be calculated using (9): 
† TYX C  (9) 

Utilizing this solution, the values of the coefficients ci in 

𝐶𝑇are calculated and finally sent to (4) for fitting, and of the 

nodes in the next step will be formed step by step. The main 

point about the difference between GMDH and conventional 

neural networks concerns the topology form. Usually, in 

neural networks, the network topology is predetermined and 

the weights are calculated. However, in GMDH, as 

mentioned earlier, the network structure is organized by itself. 

Based on the fitting conditions, it will obtain the complexity 

required for describing the model. At the end of this section, 

as a complete summary of all the steps presented in this 

section, Fig. 2 illustrates the complete plan of the steps of the 

GMDH method. According to the proposed flowchart, the 

constant coefficients of (9) will eventually be calculated as 

the outputs of the GMDH algorithm. 

3. PROPOSED METHOD 

The main objective of this paper is to derive a function 

to determine the location of BCFs based on current and 

voltage phasors of the faulty phase. In general, protection of 

a transmission line consists of three basic stages. The fault 

detection stage is the phase of determining the faulty phase 

and the final stage is locating the fault point in the 

transmission line. In this paper, it is assumed that the time of 

fault incidence and the faulty phase are known and only the 

fault location problem is analyzed. Fig. 3 shows the electrical 

energy transmission line in the case of a broken conductor. 

 

Fig. 2: Flowchart of GMDH network training and how 

constant coefficients of (3) are calculated. 

 

Fig. 3: Diagram of the electrical energy transmission line in case of a broken conductor. 
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According to Fig. 3, the ultimate goal in this scheme is 

to calculate 
SfL only by the current and voltage phasors of 

the local terminal S. The GMDH theory has been used to 

obtain the BCF location function. To achieve this, a sample 

transmission line has been used as a case study. The full data 

of the simulation system is given in the Appendix of the 

paper. To obtain the BCF location function in each phase 

based on the values of the current and voltage phasors of that 

phase, it is necessary to collect the current and voltage 

phasors of the faulty phase for specific spans of the 

transmission line. In this paper, it is assumed that the BCF 

phenomenon occurs for each phase with spans of 0.25 km, 

that the measurements of current and voltage phasors are the 

inputs to the problem, and that the fault location is used as the 

output for training the GMDH. 

The magnitude of the current and voltage phasors 

considered in this paper have been calculated using the full-

cycle Fourier algorithm with a sampling frequency of 2.4 kHz 

so that these 40 samples, in a complete cycle, are obtained 

after detecting the time of fault incidence from current and 

voltage waveforms. After storing the input and output data for 

each span of 0.25 km for each phase separately, BCF location 

can be used to train the GMDH network. Finally, the constant 

coefficients of the BCF location equation for each phase are 

extracted as follows: 

2 2
50 1 2 3 4( , , ) i i i i i iSf i a b cL c cV c I c V c I c V I     +  (10) 

According to (2) and (5), a suitable approximation for 

calculating Y is provided in (10), where 
( , , )Sf i a b c

L


 is the 

length of the fault location in km, 
iV  denotes the voltage 

phasor magnitude of the faulty phase in volts, and 
iI  shows 

the current phasor magnitude of the faulty phase in amperes. 

In the end, according to the training and testing results of the 

GMDH network for the data collected for its training, 

constant coefficients of (10) are provided in the form of 

numbers in Table 1 for each phase when BCF occurs. 

Fig. 4 shows the output diagram for the training data of 

the GMDH network for phase a. Fig. 4a illustrates the actual 

output value and the output value of the trained GMDH. As 

shown in this figure, the generated GMDHs perfectly follow 

the behaviour of the output data. Fig. 4b shows the difference 

between each sample and its true value as an error. Fig. 4c 

shows the histogram of the mean error and the standard 

deviation error of that data. Figs. 5 and 6 are the same as 

described in Fig. 4 but have been created and extracted for the 

data test and all the data. Also, the values of the regression 

coefficient for the training data, the test data, and all the data 

are calculated and displayed in Figs. 7a, 7b, and 7c, 

respectively. 

 
(a) 

 
(b) 

 
(c) 

Fig. 4: (a) Random sample number training data and actual value, (b) error among output and actual value, and (c) the 

standard deviation error value histogram of phase a. 

Table 1: Constant coefficients of the BCF location equation for each phase. 

Faulty phase 
Coefficients 

Phase c Phase b Phase a 

0.000435823636190 -0.000347153512442 -0.001807483476824 c0 

0.000060757724125 -0.000729128826911 0.001883852022470 c1 

-5.292283067420200 4.828049106209392 29.600376454232446 c2 

-0.000000000340196 0.000000003885341 -0.000000010043424 c3 

-0.000849774628931 0.000072001088415 0.000329108037455 c4 

0.000034247064010 -0.000019915640640 -0.000151549141822 c5 
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(a) 

 
(b) 

 
(c) 

Fig. 5: Neuron analysis results of the test data of phase a. (a) Random sample number training data and actual value, (b) 

error among output and actual value, and (c) the standard deviation error value histogram 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 6: Neuron analysis results of all the data of phase a, (a) Training data, actual value, (b) error among output and actual 

value, and (c) the standard deviation error value histogram. 
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(a) 

 
(b) 

 

(c) 

Fig. 7: Regression coefficient governing the (a) training 

data, (b) the test data, and (c) all the data of phase a. 

The results presented in Figs. 4-7 correspond to the 

analysis of a BCF for phase a. The output results can be 

displayed in the same way for the other two phases, which are 

neglected due to similarity. Finally, using the BCF location 

function for each phase, the fault location can be calculated 

in proportion to the magnitudes of current and voltage 

phasors of the faulty phase. As it turns out, the presented 

function is completely independent of line parameters, and 

this is an advantage for the proposed scheme in this paper. 

Fig. 8 shows the final flowchart of the proposed BCF location 

scheme. 

4. SIMULATION RESULTS 

This section presents the test results of the designed 

algorithm in MATLAB/Simulink environment. To test the 

algorithm, a bidirectionally-fed transmission line (see Fig. 9) 

has been used. The purpose is to implement several faults in 

different phases for different locations and to calculate the 

magnitudes of current and voltage phasors of the faulty phase 

in terminal S. These values can be used as input values for the 

function given in (10) to calculate the BCF location. 

According to the results tabulated in Table 2, the maximum 

fault location estimation error according to the proposed 

algorithm is +0.814%. The BCF location estimation error 

given in Table 2 is calculated using the equations given in 

[20-21]. the tolerance level of the system to the error can be 

considered by the calculated standard deviation value. To put 

it simply, if the input value differs from the specified value 

by the actual value, the generated GMDH structure will delete 

it and display the actual output value. 

5. SENSITIVITY ANALYSIS 

This section investigates the sensitivity of the algorithm 

to some critical conditions in the power system. The selected 

scenarios are the most probable conditions that can have 

negative and destructive effects on fault location algorithms. 

This section also examines five critical scenarios to evaluate 

the robustness of the suggested algorithm. 

5.1. Sensitivity Analysis with Respect to the Noise  

The presence of noise in the power system and the 

measuring devices is undeniable. To investigate the effect of 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8: Flowchart of a complete layout of BCF location in electrical power transmission lines. 
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Fig. 9. Single-line diagram of the network under study.  

 

Table 2: Test results of the proposed algorithm. 

Error 

(%) 

Algorithm 

test results 

(km) 

Real 

value 

(km) 

I (A) V (V) 
Faulty 

phase 

+0.667 9.3323 10 8.67981 187846.3 

a 

-0.059 25.559 25.5 23.3095 187937.4 

-0.048 34.798 34.75 31.7863 187996.5 

+0.018 59.981 60 54.9415 188111.3 

-1.061 86.061 85 80.1913 188249.6 

+0.162 14.837 15 13.4925 187897.1 

b 

+0.246 24.003 24.25 21.9055 187926.4 

-0.008 50.008 50 45.7785 188048.9 

-0.159 62.909 62.75 57.6458 188143.8 

+0.995 94.005 95 82.5139 188683.5 

-1.205 5.2051 4 9.52651 187862.2 

c 

-0.061 21.811 21.75 19.8844 187930.5 

-0.180 47.180 47 43.0578 188004.1 

-0.085 64.835 64.75 59.4319 188162.1 

-0.364 83.864 83.5 77.7361 188193.7 

 

noise, the efficiency of the proposed method has been 

investigated for different signal-to-noise (SNR) ratios. This 

quantity represents the ratio of signal power to noise power 

that contaminates the signal in dB. White noise is used here 

to simulate the noise effects. To investigate this scenario, 

white Gaussian noise with different SNR ratios was added to 

the received current and voltage samples. The intended noise 

level is 30 dB. On the other hand, as can be seen in Fig. 6.c, 

In this case, it is assumed that a BCF occurs at a distance of 

10 km from terminal S at t = 0.5 s in phase c. In this case, the 

calculated distance of fault from terminal S by the proposed 

algorithm is 9.09 km, where the estimation error is 0.91%. 

5.2. Sensitivity Analysis with Respect to the Transformer 

Saturation 

In this section, the sensitivity of the algorithm to the CT 

saturation installed in terminal S is investigated. The damping 

constant of the DC component for this CT is set 50 ms. This 

value is considered as the maximum critical value for this 

algorithm. The algorithm performs well for damping 

constants lower than 50 ms but it fails and shows poor 

performance for values higher than 50 ms. The detailed data 

of the CT can be found in [4]. In this case, it is assumed that 

a BCF occurs at a distance of 50 km from terminal S at t = 1.5 

s in phase a. The damping constant of the DC component is 

assumed to be 48 ms. The calculated value for the fault 

distance from terminal S by the proposed algorithm is 49.17 

km, where the estimation error is 0.83%. 

5.3. Sensitivity Analysis with Respect to the Power Swing 

Power swing is one of the most controversial issues in 

the protection of power systems due to the occurrence of 

some dynamic disturbances such as abrupt changes in 

electrical loads, irregular operation of reclosers, uncontrolled 

switching operations, phase-to-phase and phase-to-ground 

short circuits, etc. The occurrence of this phenomenon may 

lead to malfunctioning of distance relays and improper 

interruption of transmission lines, which endangers the 

stability of the power system. As a result, the malfunction of 

the remote relay should be prevented during power swing. To 

simulate the effect of power swing on the performance of the 

proposed method, we assume that the voltage phase angle 

starts fluctuating by 40° with 1° steps and with a frequency of 

1 Hz in the generator located in terminal S. In this case, it is 

assumed that a BCF occurs at a distance of 70 km from 

terminal S at t = 2.8 s in phase b. The calculated value of the 

fault distance from terminal S using the proposed algorithm 

is 69.55 km, where the estimation error is 0.45%. In this case, 

it is assumed that a BCF occurs at a distance of 40 km from 

terminal S at = 3 s in phase a. The calculated value of the fault 

distance from terminal S in this case is 41.39 km, where the 

estimation error is 1.39%. 

5.4. Sensitivity Analysis with Respect to a Harmonic-

Polluted Voltage Source 

The presence of harmonic power sources is one of the 

main challenges that affect all parts of the power system. The 

proposed scheme in this paper employs current and voltage 

phasors with the fundamental frequency of the system, i.e., 

60 Hz, to solve the problem. These quantities are calculated 

by the phase measurement units (PMUs), installed at the 

measurement points, which are then given to the algorithm. 

Algorithms designed in PMUs use the discrete full-cycle 

Fourier theory along with the DC offset removal algorithm or 

a frequency filtering to calculate the fundamental frequency 

phasor. This section presents a scenario for analyzing the 

sensitivity of the algorithm to harmonic pollution. To 

investigate the effect of the harmonic current and voltage of 

terminal S, a harmonic voltage source with harmonic orders 

of 3, 5, 7, 9, 11, and 13 are connected to terminal S. In this 

case, it is assumed that a BFC occurs at a distance of 80 km 

from point S in phase c. The calculated value of the fault 
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distance from terminal S by the proposed algorithm is 79.50 

km, where the estimation error is 0.5%. 

5.5. Sensitivity Analysis with Respect to the Changes in 

Transmission Line Parameters 

The algorithm proposed in this paper is completely 

independent of the system parameters and the transmission 

line parameters. Referring to (10), the only inputs to the fault 

location function are the magnitudes of current and voltage 

phasors at terminal S during the BCF period. Therefore, 

changes in system parameters for any reason in any situation 

will not affect the performance of the proposed algorithm. In 

this scenario, it is assumed that after calculating the 

coefficients of the BCF location function by GMDH, 

positive- and zero-sequence parameters of the line are 

increased by 20%. To investigate the sensitivity of the 

algorithm to line impedance changes, it is assumed that a BCF 

occurs in phase b at 50 km from terminal S in t = 2 s. The 

calculated value of the fault distance from terminal S by the 

proposed algorithm is 49.63 km, where the estimation error is 

0.47%. 

5.6. Sensitivity Analysis of the Algorithm Performance in 

Low-Load Mode 

In this section, the purpose is to investigate the 

performance of the algorithm in low -load mode. According 

to the network topology designed in this paper, both sides of 

the protected transmission line are modelled as Thevenin-

equivalent circuits. To create low -load conditions in this 

topology, the magnitude and angle of the source voltages on 

both sides of the line must be controlled. Thereby, the active 

and reactive power flow will be controlled and thus the 

electric current flowing in the transmission line can be 

controlled. To implement this mode, the voltage magnitude 

and angle of the sources on both sides must be equalized. 

According to the information provided in the appendix of the 

paper, the voltage of the two sources is equal and it is only 

necessary to make the angle of the two sources equal, so the 

angle is set 9.2°. In this case, the amplitude of transmission 

line current is reduced from 2000 A (in the initial state of the 

simulation) to 100 A (in the case of low -loaded conditions).  

To examine the results of the algorithm, in this case, three 

scenarios are considered, which are presented below. 

Scenario 1. In this scenario, a phase interruption fault 

occurs in phase a at a distance of 50 km from station S. The 

values of faulty voltage and current phasors during the fault 

are 188061.853V and 45.227 A, respectively. According to 

(10) and constant coefficients presented in the first column of 

Table 1, the estimated distance for the fault location is 49.49 

km from station S. The fault location estimation error in this 

case is 0.52%. 

Scenario 2. In this scenario, a phase interruption fault 

occurs in phase b at a distance of 75 km from station S. The 

values of faulty voltage and current phasors during the fault 

are 188076.181V and 68.027 A, respectively. According to 

(10) and constant coefficients presented in the second column 

of Table 1, the estimated distance for the fault location is 

74.25 km from station S. The fault location estimation error 

in this case is 0.75%. 

Scenario 3. In this scenario, a phase interruption fault 

occurs in phase c at a distance of 90 km from station S. The 

values of faulty voltage and current phasors during the fault 

are 188103.753V and 81.775A, respectively. According to 

(10) and constant coefficients presented in the third column 

of Table 1, the estimated distance for the fault location is 

88.72 km from station S. The fault location estimation error 

in this case is 1.28%. 

Regarding the performed sensitivity analysis, one can 

observe that the proposed algorithm in this paper is robust 

against critical conditions and shows good performance. 

6. DISCUSSION AND COMPARISON 

This section aims to analyse and compare different BCF 

location algorithms in electrical power transmission lines 

with the results presented in the literature. Six basic indices 

are used to make this comparison, as introduced below.  

Index 1: This index specifies the scope of problem 

analysis. As explained in the Introduction section, there are 

generally five areas of analysis to solve fault location 

problems, including phasor analysis (Ph), equation analysis 

in the time domain (TW), signal processing (SP) analysis, 

Teaching-Learning (TL) and Pattern extraction analysis, and 

communication-based (CM) analysis.  

Index 2: This index determines the number of terminals 

from which current and voltage data is received. If the number 

of terminals is more than one, the number is determined using 

this index whether the data is synchronized or not. 

Index 3: This index determines the sampling frequency 

rate in kHz. 

Index 4: This index determines the dependence of the 

algorithm on system parameters. 

Index 5: This index determines the coverage of the 

algorithm for all the three stages of line protection. In other 

words, the designed algorithm covers several stages of 

protection. The first stage is related to fault detection (FD), 

the second stage concerns fault classification (FC), and the 

third stage is fault location (FL). 

Index 6: This index determines the average error value of 

the algorithm for all simulation output results. 

Index 7: This index determines the level of 

implementation of the algorithm in terms of hardware. 

 

Table 3: The analysis results of the proposed method and different literature. 

Index7 Index6 Index5 Index4 Index3 Index2 Index1 Ref. 

- 3.3 FD&FL  1000 1 Ph [5] 
 NA FD&FL - NA many CM [6] 

 NA FD&FL - NA many CM [7] 

- NA FD - NA 1 SP [8] 

- NA FD - NA 1 SP [9] 

 NA FD  256 1 SP [10] 
 NA FD  256 1 SP [11] 
- NA FD&FC  1000 1 TL [12] 
 0.8 FL - 2.4 1 TL Proposed method 
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According to the results listed in Table 3, the scheme 

presented in this paper can completely analyze the BCF 

location problem without requiring the transmission line 

parameters. It can also be implemented in industrial relays in 

terms of sampling frequency. Furthermore, the average error 

presented in this method is significantly low and appropriate 

as compared to the other methods. 

7. FUTURE WORKS 

As stated in this paper, the problem of protecting 

transmission lines against the broken conductor phenomenon 

is one of the major challenges in protection systems. Due to 

the special conditions of this type of fault, the design of the 

relay function to protect the line against this type of fault is 

different from normal shunt faults. According to the literature 

review conducted in the Introduction section, detecting these 

types of faults and discriminating them from low-load 

conditions constitute a major problem. On the other hand, 

locating these types of faults along the transmission line with 

specific topologies is a vital issue in the protection industry. 

The following are the suggestions of the authors for future 

research in this field: 

A) Designing and presenting normal and series shunt 

fault detection algorithms relative to each other in 

transmission lines. 

B) Designing a faulty phase detection algorithm when 

BCF occurs. 

C) Designing detection, classification, and location 

algorithms for BCFs in transmission lines compensated with 

FACTS devices, series capacitor compensators, and single- or 

dual-terminal data. 

8. CONCLUSION 

This paper presents a complete scheme for broken 

conductor fault location in electric power transmission lines 

based on the GMDH function fitting method using single-

terminal data without the need for transmission line parameter 

data. The scheme presented in this paper utilizes currents and 

voltage phasors of the faulty phase during the fault as the 

input to the fault location function. The collected data from 

each of the 0.25 km spans of the transmission line for each 

phase, once the fault occurred, is used to train the GMDH 

network. Eventually, a model is suggested for estimating the 

fault location based on the magnitudes of current and voltage 

phasors of one terminal during the fault without the need for 

transmission line parameters. BCF location equations for 

each phase are tested and analyzed for important factors under 

different scenarios in normal and fault conditions as well as 

critical conditions. The results in the Simulation and 

Sensitivity Analysis sections confirm the suitable 

performance of the proposed scheme. Additionally, based on 

the simulation results, the average error of location estimation 

is −1.205% and in the Sensitivity Analysis section, its value 

is 1.39%. 
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APPENDIX 

Table 4 provides Simulink system data. The system 

under test is implemented in MATLAB ver.2018, and the line 

protection program is coded in an m file.  

 

Table 4: Data of substations and transmission lines 

implemented in MATLAB software. 

Substation Information 

Config. X/R S (MVA) F (Hz) V (kV) Substation 

Yg 10 9000 60 230 S 
Yg 10 9000 60 230 R 

Line Information 

[0.01273*2 , 0.3864] [R1 , R0] (Ohm/km) 
[0.9337e-3 , 4.126e-3] [L1 , L0] (H/km) 
[12.74e-9 , 7.75e-9] [C1 , C0] (F/km) 

100 Length (km) 
60 Frequency (Hz) 
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Abstract: Microgrids, which have newly been included in power systems, have facilitated the management of distributed 

generations. In this context, the privatization of power systems, as well as flexible sources like electrical vehicles and 

storage systems, has been enhanced significantly by the advent of microgrids. In a microgrid structure, the microgrid’s 

operator coordinates the agents and ensures the reliability of the network, while the agents manage their local resources 

independently. Nonetheless, new management methods should be implemented into the multi-agent-structured 

microgrids to meet their distributed nature. This paper proposes a new peer-to-peer energy market to optimize the 

operation of a multi-agent microgrid run in the isolated mode. The designed framework facilitates power trading between 

the system agents and addresses the privacy issues of the network consumers or producers. The proposed scheme is 

finally simulated on a 15-bus multi-agent-structured microgrid to study its effect on microgrid management in the 

isolated mode. 

Keywords: Multi-agent system, microgrid, distributed energy resources, peet-to-peer transaction, flexibility. 
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1. INTRODUCTION 

Integration of distributed energy resources, as well as the 

benefits of reducing dependency on the upstream network, 

has contributed to prospering microgrids at a notable pace. 

Microgrids are small-scale systems that could operate several 

distributed generation units, flexible resources, and load 

demands. The development of microgrids has many positive 

effects on power systems, such as decreasing power 

transmission losses, increasing system reliability, and 

facilitating the high-rate integration of renewables to the grid 

[1]. Furthermore, the distributed energy resources installed in 

a microgrid can be operated by independent agents. In this 

regard, a new energy management framework is required to 

ensure the supply-demand balance during the real-time 

operation of a system. 

Energy management in microgrids can be complicated 

by the large number of distributed resources and information 

required for the operational scheduling of the resources. So, 

researchers have employed various methods to handle this 

complexity, which can be divided into two general categories 

of centralized and decentralized management. In the 

centralized management, the microgrid control unit (MCU) 

will do the overall optimization of the local generations 

considering society welfare while, in the decentralized 

management, every consumer/producer will optimize its own 

objective function. Although the centralized way gives the 

exact optimum answers, the decentralized way is preferable 

mainly because it conserves the privacy of the 

consumer/producer in novel microgrids with multi-agent 

structures [2, 3]. 

Recently, several decentralized concepts have been 

introduced to address the operational scheduling of multi-

agent systems (MASs) [4]. In an MAS, the energy system is 

assumed to consist of several independent entities  (i.e. 

agents) that manage their own local generations 

independently and can produce/consume energy and 

participate in various power markets [5]. The capability of 

buying/selling any amount of power from/to a favorite agent 

in an MAS is an expedient capability that a peer-to-peer (P2P) 

market framework enables in distributed systems. This is the 

reason why the P2P concept has recently been taken into 

account in operating distributed energy systems.  

             Check for 
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Reference [6] aims to cluster different loads of buildings 

and extract their related utility functions. Moreover, this 

paper focuses on designing two-stage management for 

facilitating energy sharing in the system. In the first stage, it 

minimizes the whole energy cost of society to extract the 

optimum power exchanges for all agents. In the second stage, 

a non-cooperative game is conducted among the agents, in 

which the agents’ profits are considered to be maximized. 

This reference, however, has not considered various 

distributed generations for agents. A new model for P2P 

trading between agents is proposed in [7] based on the game 

theory. According to this reference, sellers compete in the 

price within a non-cooperative game, while buyers compete 

to select the sellers to purchase energy within an evolutionary 

game. Finally, the sellers and buyers play a Stackelberg game 

to interact with each other and determine the optimum power 

exchange between system agents although they do not predict 

the prices of next time intervals for the sake of better decision 

makings in this paper. 

Authors in [8] run a market between microgrids in which 

sellers independently select their respective selling energy 

with respect to the revenue of selling and the utility of storing 

the energy. Buyers, on the other side, bid prices to the sellers 

independently. In this regard, energy is allocated to the buyers 

based on their announced prices. An auction-based P2P 

market framework is proposed in [9] to enable the distributed 

energy resources to trade energy in a distributed system. This 

paper employs the knapsack approximation algorithm to 

develop the P2P process, but it considers neither the electrical 

vehicles (EVs) of the system nor the utility function of agents, 

which takes the flexibility of loads into account. 

Two methods for designing the P2P market are discussed 

in [10], i.e., auction-based P2P mechanism and bilateral 

contract-based P2P mechanism. Their capability in the 

management of electricity markets is then investigated in a 

distribution system. In [11], authors propose a double 

auction-based decentralized P2P market, in which agents 

determine their supply and demand data using the distributed 

model of management, maximize their benefits, and finally 

attend in the abovementioned double auction market. A 

hierarchical P2P framework is designed in [12] for future 

distribution systems. In this work, the P2P trading market is 

considered in three levels; i.e., P2P between nano-grids in a 

microgrid, P2P between microgrids in a multi-microgrid, and 

P2P between the multi-microgrids.  

In [13], authors define a willingness function for every 

buyer and seller in the P2P energy market. This function 

consists of various functions, such as historical records, the 

time pressure owing to market closure, and the supply and 

demand amounts. In the proposed market of this paper, the 

first bids of the sellers are equal to the maximum limit of the 

price, and those of the buyers are equal to its minimum limit. 

In the next steps of the market’s algorithm, the sellers 

decrease their price bids and buyers increase their price bids. 

A pair of a buyer and a seller are matched for trading when 

the price bid of the seller is less than the buyer’s bid. In the 

market proposed in [14], the sellers/buyers first announce 

their desired sell/buy amount of energy, and the energy price 

is declared based on the bids. Then, a probability distribution 

is considered for distributed generations and a Bayesian game 

is implemented in the market model, in which the players’ 

strategies are the buy/sell amount of energy.  

In [15], a non-cooperative game is devised between 

sellers, in which energy demand and price are known, but the  

 

sell amounts of sellers are unknown. After the determination 

of the seller’s supplies in the mentioned game, a double 

auction is run in which the sellers announce their desired 

amounts for sale and their minimum prices on one hand, and 

the buyers announce their desired amounts to buy and the 

maximum price that they can accept on the other hand. In this 

auction, the energy price is supposed to be determined having 

the sell amounts of sellers and the buyers’ demand. In this 

paper, the result of the non-cooperative game is used in the 

auction, and the result of the auction is used in the game 

iteratively. It is noteworthy to mention that in [10-15], the 

model predictive control (MPC) method, which enables the 

agents to make better decisions about their local resources, is 

entirely dismissed. 

This paper’s contribution is designing a new P2P market 

scheme for energy management in an isolated microgrid with 

a multi-agent structure, in which the MPC method could be 

implemented. In the proposed framework, a vast variety of 

distributed generations are also considered for the agents’ 

resources, which can be demonstrated as  

 , , , , ,D PV WT FC MT CHP DG  representing photo-

voltaic, wind turbine, fuel cell, microturbine, combined heat 

and power, and diesel generator, respectively. In this model, 

every agent could have any favorite subset generations of D, 

in addition to the energy storage system (ESS) and EV.  

The proposed framework facilitates the P2P energy 

management among the system’s agents that can use the MPC 

method to consider the next time intervals’ predicted data in 

their decisions. Note that, besides the market perspectives, 

considering different kinds of flexible resources (i.e., 

distributed generation units, ESSs, and EVs) will improve the 

flexibility of the agents, which finally results in improving 

microgrid flexibility [16-18].  

In this paper, the multi-agent structure of islanded 

microgrids is discussed in Section 2.1, Sections 2.2 and 2.3 

study how to model the cost function of distributed generation 

units and the overall cost of each agent. The proposed P2P 

market framework is discussed in Section 2.4. Finally, 

Section 3 reports the results of implementing the proposed 

framework on an islanded microgrid composed of various 

agents, followed by the concluding points in Section 4. 

2. METHODOLOGY 

2.1. System Modeling 

The system considered in this work is an MAS structured 

microgrid that is operated in the islanded mode. A simplified 

structure of the islanded microgrid with a multi-agent 

structure is shown in Fig. 1. In such a system, the agents will 

tend to participate in markets, which enable them to sell their 

extra energy or buy their energy shortage at a lower price. 

Therefore, this paper aims to address a new and efficient 

decentralized P2P market framework for the islanded 

microgrid. In this framework, there is an MCU to monitor the 

operation of the P2P market among the agents. In this context, 

for the sake of simplicity, the sets  1,2, ,N n  and 

 1,2, ,T t   are defined for agents and time intervals, 

respectively. The notation n represents the number of the 
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agent, and t shows the number of the time interval throughout 

the paper. 

2.2. Modeling Cost Functions of Distributed Generations 

2.2.1. Cost functions of PV and WT units 

Since PVs and WTs have only the maintenance and 

operation costs, their cost functions will be obtained as 

follows. 

, ,( )pv pvpv pv
n nn t n tC P P               (1) 

, ,( )wt wt wt wt
n n t n n tC P P               (2) 

,max ,max
,, ,pv pv wt wt

n n t nn tP P P P              (3) 

where pv
nC , ,

pv
n tP , pv

n , and ,maxwt
nP  are the total cost 

of utilizing PV, the PV’s generated power amount, the 

maintenance and operation cost per unit of ,
pv

n tP , and the 

maximum generation limit of the PV, respectively. Note that 

wt
nC , ,

wt
n tP , wt

n , and ,maxwt
nP are similarly total cost, 

power generation, operating cost per unit, and maximum 

power generation associated with wind power units at node n. 

2.2.2. The cost function of FC 

Since FCs utilize fuel for the generation of electricity, their 

cost functions are mainly dependent on the fuel price, which 

is obtained as follows. 

, ,( ) ( )
fc

fc fcfc fc
n n t n n tfc fc

n

C P P
L





              (4) 

,min ,max
,
fcfc fc

n nn tP P P              (5) 

where fc
nC , ,

fc
n tP , fc , fcL , fc

n , and 
fc
n present the cost 

of the FC, the amount of power generation of the FC unit, the 

FC’s fuel cost per 3m , the FC’s generation amount per 3m of 

fuel, efficiency, and maintenance and operation cost per unit 

of ,
fc

n tP , respectively. Note that ,minfc
nP  and ,maxfc

nP  

demonstrate the minimum and maximum generation 

capability of the FC unit, respectively [19]. 

2.2.3. The cost function of MT 

Similar to the FCs, MTs’ cost functions are highly 

dependent on their fuel prices. Therefore, their cost could be 

calculated as follows: 

, ,( ) ( )
mt

mt mt mt mt
n n t n n tmt mt

n

C P P
L





                       (6) 

,min ,max
,

mt mt mt
n n t nP P P              (7) 

where mt
nC , ,

mt
n tP , mt , mtL , mt

n , mt
n , ,minmt

nP , 

and ,maxmt
nP  are the cost of the MT, power generation 

amount of the MT unit, the MT’s fuel cost per 3m , generation 

amount of the MT per 3m  of fuel, MT efficiency, 

maintenance and operation cost per unit of ,
mt

n tP , the 

minimum generation capability of the MT unit, and its 

maximum capability, respectively [19]. 

2.2.4. The cost function of CHP 

As both the generated heat and the electric power are 

used in CHP units, the cost function of a CHP unit is like the 

MT units, but with higher efficiency. In this respect, the 

related cost function could be extracted as below: 

, ,

( )
( ) 1

mt rec chp e
chp chp chp chpn n n
n n t n n tmt mt b

n n

C P P
L

   


 

  
     
   

(8) 

,min ,max
,

chpchp chp
n nn tP P P              (9) 

where chp
nC , ,

chp
n tP , chp

n , ,minchp
nP , and ,maxchp

nP  

represent the cost of the CHP, the amount of power generation 

of the CHP unit, the maintenance and operation cost per unit 

of ,
chp
n tP , the minimum generation capability of the CHP unit, 

and its maximum capability, respectively. Furthermore, 
mt , mtL , and mt

n show the MT’s parameters that are 

utilized inside the CHP system, rec
n  is the factor of heat 

recovery, and chp
n , e

n , and b
n  denote the efficiencies of 

the CHP, MT, and boiler, respectively [19]. 

2.2.5. The cost function of DG 

DGs consume diesel fuel to produce energy, and their 

costs are modeled by a quadratic function as follows [20]. 
2

, , ,( ) ( ) ( )dg dg dgdg dg
n n n n nn t n t n tC P a P b P c         (10) 

,min ,max
,

dgdg dg
n nn tP P P            (11) 

where dg
nC , 

,
dg

n tP , dg
n , ,mindg

nP , and ,maxdg
nP  are the 

cost of the DG, the power generation amount of the DG unit, 

the maintenance and operation cost per unit of ,
dg

n tP , the 

minimum generation capability of the DG unit, and its 

maximum capability, respectively. Moreover, na , nb , and 

nc  are the fixed constants modeling the cost function of the 

DG unit. It is noteworthy that in the case of existing multiple 

DGs, they can be mathematically modeled as an equivalent 

DG according to [21].

 

Fig. 1: A simplified model of a multi-agent structured microgrid. 
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2.3. Modeling Overall Cost Function of Agents 

In the proposed P2P model, agents should make some 

decisions about the amount of power they want to buy/sell. 

Therefore, they need to extract their overall cost function to 

utilize it in their respective optimization problem. In this 

regard, this section develops the overall cost function 

associated with each agent based upon their different kinds of 

resources. 

2.3.1. The cost function of distributed generations 

As was already explained, the agents can have six types 

of generation units. In this regard, the total cost of the 

generation units in each agent is modeled as follows: 

, ,( )gen d d
n t nd n n t

d D

C G C P



                 (12) 

where ,
gen
n tC  is the overall generation cost and 

ndG  is a 

binary parameter that determines whether or not agent n has 

the generation type d. 

2.3.2. The cost function of ESS 

Agents can also enjoy the ESS to increase their flexibility 

against the price spikes. In this context, the ESS’s cost can be 

modeled as follows: 
, ,, ,

, , ,
ess c ess dess ess c ess d

n t n nn t n tC P t P t           (13) 

, ,, ,
,max ,max, ,0 ,0ess c ess dess c ess d

n nn t n tP P P P          (14) 

, ,, ,
, , ,, 1

ess c ess dess ess ess c ess d
n t n nn t n tn tE E P t P t           (15) 

, , ,max ,,min
ess ess ess ess ess

n cap n t n n capnEL E E EL E        (16) 

where 
,

ess
n tC , ,

,
ess c
n tP , ,

,
ess d
n tP , ,ess c

n , and ,ess d
n  are the 

ESS’s total cost, charging/discharging power, and the 

amortized costs of charging/discharging, respectively. 

Moreover, ,
,max

ess c
nP , ,

,max
ess d
nP , 

,
ess
n tE , ,ess c

n , and ,ess d
n

demonstrate the maximum limit of charging/discharging, the 

energy level of the ESS, and the charging/discharging 

efficiency, respectively. Finally, 
,min

ess
nEL , 

,max
ess
nEL , and 

,
ess
n capE  indicate the ESS’s minimum and maximum percent of 

energy level that ensures ESS’s lifetime and models the 

capacity of ESS [6]. It should be noted that in (15), , 1ess c
n   

while , 1ess d
n  . 

2.3.3. The cost function of EV 

Similar to ESSs, the cost function of EVs can be modeled 

as follows: 
, ,, ,

, , ,
ev c ev dev ev c ev d

n t n nn t n tC P t P t           (17) 

, ,, ,
,max ,max, ,0 ,0ev c ev dev c ev d

n nn t n tP P P P          (18) 

, ,, ,
, , ,, 1

ev c ev dev ev ev c ev d
n t n nn t n tn tE E P t P t           (19) 

, , ,max ,,min
ev ev ev ev ev

n cap n t n n capnEL E E EL E        (20) 

where 
,

ev
n tC , ,

,
ev c
n tP , ,

,
ev d
n tP , ,ev c

n , and ,ev d
n  are the EV’s 

total cost, charging/discharging power, and the amortized 

costs of charging/discharging, respectively. Additionally, 
,

,max
ev c
nP , ,

,max
ev d
nP , ,

ev
n tE , , 1ev c

n  , and , 1ev d
n   represent 

the maximum limit of charging/discharging, the energy level 

of the EV, and the charging/discharging efficiency, 

respectively. Finally, 
,min

ev
nEL , ,max

ev
nEL , and 

,
ev
n capE  

indicate the EV’s minimum and maximum percent of energy 

level that ensures the EV’s lifetime and the capacity of EV. It 

is worth noting that ,
,

ev c
n tP  and ,

,
ev d
n tP  are the 

charging/discharging amount of EV only when it is available, 

while the availability of an EV is defined as the connectivity 

of the EV to the grid. An EV unit can be operated as vehicle-

to-grid (V2G), grid-to-vehicle (G2V) while connecting to the 

grid. Without loss of generality, it is assumed that the EV unit 

can merely be connected to the grid when it is at home. In this 

regard, when an EV arrives at home at arrivet , its energy level 

is considered to be 
,

ev
n arriveEL . Moreover, when the unit 

wants to exit from the home at the time interval exitt , its 

energy level is assumed to be shown by 
,

ev
n exitEL . These 

constraints are mathematically modeled as: 

, ,arrive

ev ev
n t n arriveE EL                 (21) 

, ,exit

ev ev
n t n exitE EL                 (22) 

2.3.4. Utility function of agents 
In this scheme, the cost of the loads in each agent is 

modeled using a utility function defined as follows: 

,2
, , , ,

, 2
, ,

,

( ) 0
2

( )1

2

n tload load loadn
n t n t n t n t

n

n t

n t n t load
n t

n n

P P P

U

P






 

 


  


 





     (23) 

,min ,max
,

load load load
n n t nP P P          (24) 

where 
,n tU  is the utility earned by agent n and , 0n t   and 

0n   are the parameters of consumption. Moreover, ,
load

n tP

is the amount of power consumption, which should be greater 

than the minimum need of the agent (i.e. ,minload
nP ) and less 

than the maximum consumption of agent (i.e. ,maxload
nP ) [7, 

22].  

2.3.5. Trading cost function  

In the proposed P2P framework, every agent can trade a 

favorite amount of power with other agents. Therefore, each 

agent will earn profits if it sells energy, while the agent will 

pay the cost of the energy if it buys energy.  In this respect, 

the cost function of each agent can be formulated as follows. 

sup
, , , ,,

buytrad
n t i t n t n tin t

i N

C P P 



 
  
 
 
         (25) 

where ,
trad
n tC , ,n t , ,

buy
in tP , and 

sup

,n tP  are the trading costs, price 

of power, power amount that agent n wants to buy from agent 

i, and the power amount that agent n wants to sell. There are 

also some constraints for this cost function as follows: 
sup
,, 0, 0

buy
n tin tP P           (26) 

, 0buy
nn tP                  (27) 

sup
, , 0buy

n t n tP P            (28) 

These constraints demonstrate that all amount of power 

purchased or sold should be positive (26), nobody trades with 

itself (26), and an agent cannot be a buyer and a seller 

simultaneously (28). It is noteworthy that the constraint (28) 

can also be written as (29) which causes the running time of 
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the optimization stage in the simulation to be decreased 

significantly. 
sup sup

, , , ,
buy buy

n t n t n t n tP P P P           (29) 

2.3.6. Total cost function in the current time interval 

To derive an overall cost function for the agent n in the 

current time interval (i.e., t), all of the previously discussed 

cost functions are simply added up as follows. It is 

noteworthy that here it is hypothesized that t is the current 

time interval that the P2P market is conducted for real-time 

operation of the microgrid. 

, , , , , ,
now gen ess ev trad
n t n t n t n t n t n tC C C C U C           (30) 

2.3.7. MPC method 

In the designed P2P market, agents need to decide about 

the operation of their ESSs and EVs, as well as their 

generation units. In this regard, to determine the optimum 

charging/discharging of ESSs/EVs, the operational 

information of the current time interval is not sufficient. So, 

the agent estimates its PV/WT power generation, power 

consumption, purchasing/selling power, and power prices of 

next upcoming time intervals to realize the optimum 

charging/discharging amounts at the considered time 

intervals [23]. The concept that employs operational 

scheduling of the agent in future time intervals while 

participating in the P2P market at the current time interval is 

called the MPC method. In this work, it is assumed that all 

the agents anticipate the next H time intervals. In this 

context, it is necessary to consider a cost function for future 

time intervals [24] as follows: 
,

, , ,, , ,
fut gen fut fut buyess ev

n h n h n hn h n h h n hC C C C U P          (31) 

where ,
fut
n hC , 

fut
h , and 

,
,
fut buy

n hP  are the total cost, the 

predicted average power price, and the amount of power that 

the agent wants to buy at the future time interval h. Note that, 

in this model, ,
,
f buy

n h
P  is considered to be either negative or 

positive; negative amounts imply the selling power, and 

positives imply the purchasing power. 

2.4. P2P Market Structure 

The corresponding flowchart of the proposed P2P market 

is shown in Fig. 2. According to this flowchart, the first step 

is the initialization of prices, which means that all the agents 

should announce their initial price. Agents can select their 

respective initial prices based on their prediction of the 

agents’ behavior. Note that as the scheme proceeds, the 

agents may reconsider their positions as sellers, which means 

that they will not benefit from power selling. In other words, 

as the framework proceeds, the buyers will  automatically be 

separated from the sellers. On the other hand, in the model, 

an agent cannot be both seller and buyer simultaneously. 

After the price initializations, the agents run an 

optimization problem to decide about their power exchanges 

with the other agents in the market. In the next step, the agents 

update the prices, and then a termination criterion is checked. 

If the criterion is satisfied, the market will be cleared and the 

exchanges will be fixed; otherwise, the same process will be 

conducted until the criterion is satisfied. These steps are 

explained in the next subsections as follows. 

 

Initialization 

of prices
optimization 

Updating 

the prices

Is the termination criteria 

satisfied 
Yes

Market is 

cleared

No

 

Fig. 2: The flowchart of the proposed P2P market in an 

islanded multi-agent microgrid. 

 

2.4.1. Optimization problem of Agents 

The optimization problem of agent n aimed to minimize 

its prices is described as follows. 

, ,
1

t H
futnow

n t n h
h t

Min C C


 

 
 
 

                 (34) 

which is subject to the predefined constraints of (3), (5), (7), 

(9), (11), (14), (16), (18), (20) to (22), (24), (26), (27), and 

(29). Moreover, the power balance constraint for the current 

time interval and the future time intervals can be modeled as 

follows: 
sup

, , , ,

, , , ,
, , , ,

buyd load
n t n t n t n tnd

d D

ess c ess d ev c ev d
n t n t n t n t

G P P P P

P P P P



   

  


 (35) 

 
, , ,

, , , , ,

, ,
, ,

d load fut buy ess c ess d
nd n t n t n t n t n t

d D

ev c ev d
n t n t

G P P P P P

P P



    




     (36) 

2.4.2. Updating the prices 

After conducting agents’ optimizations, the power 

demand of agent n, or the requested amount from him/her 

(i.e., 
,
dem
n tP ), as well as the total power amount that he/she 

wants to sell (i.e., sup
,n tP ), will be determined. Having the 

demand and supply amounts, the agents update their prices 

according to the following equation: 

sup
, , , ,( 1) ( ) ( ) ( )dem

n t n t n t n tj j P j P j    
 

         (37) 

where j is the iteration index, ,n t  is the price of agent n, and 

𝜑 is the factor of progression pace. 

It is noteworthy to mention that the power demand of 

agent n would be calculated easily by summing up all the buy 

amounts requested from agent n in each iteration as the 

following equation shows. 

, ,( ) ( )dem buy
n t nm t

m N

P j P j



              (38) 

2.4.3. The termination criterion 

To ensure the convergence of the proposed iterative P2P 

market framework, a suitable criterion should be defined. In 

this regard, if the prices of the agents do not change in every 

iteration, it means that nobody wants to alter his/her buy/sell 

amount, and all of the agents are satisfied by the power 

exchanges. This optimum point will also address the criteria 

associated with the Nash equilibrium concept. Consequently, 

the termination criterion is defined as follows: 

, ,( 1) ( )n t n tj j                (39) 
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where 𝜀 is a small number that the price variation under this 

value is negligible. 

3. CASE STUDY 

The proposed structure has been simulated on a small 15-

bus microgrid (MG) demonstrated in Fig. 3. It is assumed that 

the MG is operated in an islanded mode and each node of the 

system is considered to be managed by one agent. Moreover, 

the time intervals in the operational management of the 

system are considered to be equal to one hour. Fig. 3 also 

indicates the resources operated by each agent in the P2P 

market framework. The simulation has been conducted for 24 

hours a day considering 8H  , which means that the agents 

take into account the next 8 hours in their optimization for the 

current time interval. 

The optimal purchased/sold power by agents 4, 5, 10, and 

12, as a sample of agents, over 24 hours are shown in Fig. 4 

in which there are both buyers and sellers in every hour of the 

day. In this figure, agent 4 is a seller, and agent 10 is a buyer 

all over the 24 hours, but agents 5 and 12 are buyers in some 

hours and sellers in others. In Fig. 5, the total power exchange 

amounts between agents over 24 hours are depicted as a 

Chord diagram. It should be mentioned that for the sake of 

simplicity, only the total exchanges that are greater than 20 

kW are shown in this figure. 

In the 24-hour simulation, agent 5 has been selected as 

an example to investigate its scheduling results over the 24 

hours. In this regard, Fig. 6 shows the power generation 

amounts for each type of distributed generation unit that agent 

5 possesses in 24 hours. Moreover, Fig. 7 demonstrates the 

load consumption amounts of agent 5, and Fig. 8 depicts the 

average price of seller agents in 24 hours of the day. Note that 

the MG is operated in the islanded mode, so the energy prices 

are significantly high in some hours due to generation 

shortage according to Fig. 8.  

Figs. 9 and 10 show the power charging/discharging 

amounts of agent 5’s ESS and EV at each hour of the day, 

respectively. It is noteworthy that in Fig. 9, the 

charging/discharging amounts of the EV are shown only 

when it is available or connected to the grid. Therefore, as the 

availability hours of this EV are assumed to be in the range of 

[1,6] and [22,24] in this simulation, the discharge amounts in 

the other hours are not shown in the figure.  

In order to justify the behavior of agent 5 about the 

charging/discharging amounts of his ESS/EV, it is important 

to represent Fig. 11, which shows the predicted prices by the 

agent in 36 hours (one and a half days), noting that he/she 

always anticipates the prices of next 8 hours. As an example, 

when the current hour is the 12th hour, he/she uses real-time 

determined prices from the market as this hour’s prices and 

predicts the average prices of the next 8 hours (i.e., from 13th 

hour to 20th), which are presented in Fig. 11, as the future 

hours’ prices. Thus, according to this figure, the behavior of 

agent 5 in Fig. 9 and 10 can be grasped. For instance, when 

the current time interval is equal to one, he/she does not 

charge his/her ESS because the current prices’ average is 

nearly 25 and he/she predicts that in hours 4 to 6, the prices 

will be less than 25. Note that he/she does not discharge 

his/her ESS because it is assumed that the ESS’s initial charge 

amount and also 5,min
essE  are equal to 20%. The ESS in the 2nd  

 

 

Fig. 3: The islanded microgrid with multi-agent structure 

considered as a test system. 

 

 

Fig. 4: Purchased/sold power by a sample of agents in 24 

hours. 

 

 

Fig. 5: Chord diagram of the total power exchanges between 

the agents in kW. 

 

hour has a similar scenario, but in the 3rd hour, since the 

current prices’ average is much less than his/her next-8-hour 

prediction amounts, he/she charges his/her ESS with the 

maximum charge rate which is postulated to be 6 kW per 

hour. The ESS charge/discharge behavior of the agent in the  
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Fig. 6: Power generation amounts of agent 5 in 24 hours. 

 

 

Fig. 7: Consumption power amounts of agent 5 in 24 hours. 

 

 

Fig. 8: The seller agents’ average energy prices in 24 hours 

 

 

Fig. 9: Charging/discharging amounts of agent 5’s ESS. 

 

other hours can be justified similarly. 

About the EV of agent 5, it is assumed that the initial EV 

charge is 10%, 
5, 0.85ev

exitEL  , 
5, 70ev

capE kWh , 

,
5

1.05ev d  , and he/she exits home after the 6th hour. 

 

 

Fig. 10: Charging/discharging amounts of agent 5’s EV. 

 

 

Fig. 11: Average power prices of future hours predicted by 

agent 5. 

 

Therefore, his/her total charge amount of EV from the 1st to 

6th hours should be equal to (0.85 0.1) 70  

1.05 55.125kWh  which coincides with the amounts 

shown in Fig. 10. For the justification of EV charge/discharge 

amounts in Fig. 10, an argument similar to the ESS’s 

charge/discharge amounts can be done. It is noteworthy to 

mention that although the discharge ability is enabled for 

agent 5, he/she did not discharge any amount of power in any 

hours of the day, according to Fig. 10. This is because, in the 

period of [1,6] hours, he/she does not have any opportunities 

to discharge his EV due to the high amount of charge that 

he/she should do in total till the end of the 6th hour (i.e., 

55.125kWh ). Moreover, in the period of [22,24], according 

to the prices shown in Figs. 8 and 11, it is beneficial for agent 

5 to charge his/her EV at its maximum rate (which is assumed 

to be 12 kW per hour) because the energy prices in the current 

hours are less than the future hours in his/her opinion.  

For the sake of investigating the convergence status of 

the prices in the proposed model, the prices of the agents 5, 6, 

9, and 12 at the 15th hour are represented in Fig. 12 in all 

iterations. These agents have been selected as a sample of 

sellers at the 15th hour. According to this figure, the 

mentioned agents’ prices have been converged appropriately 

through 756 iterations into 9$ kWh approximately. 

It should be noted that, as Fig. 12 shows, the converged 

prices of the mentioned agents are almost equal to each other. 

To find out the reason behind this, two cases are remarkable. 

First, if a seller agent rises his price into a value more than the 

others’ prices, the buyer agents will decrease their purchase 

amounts from him/her, thus he/she has to decrease his/her 
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Fig. 12: The prices of a sample of sellers at the 15th hour in 

all iterations. 

 

price again. Second, if the seller decreases his/her price to a 

value less than the others’ prices, although the buyers will be 

motivated to buy more power amounts from him/her, this 

price will not be the optimum value for him/her because 

he/she will earn fewer benefits compared to the case that 

his/her price is just a little lower than the others. Therefore, 

the sellers will compete with each other and their final prices 

will be similar. 

In addition to the aforementioned 24-hour simulation, 

named state 1 in this section, another similar simulation has 

been run for 24 hours, in which the values of ,n t  for all 

agents in all hours have been decreased by 30% to analyze the 

sensitivity of prices to the values of ,n t . In this context, the 

new simulation is named state 2. The averages of the sellers’ 

prices for both state 1 and state 2 in 24 hours are shown in 

Fig. 13. As can be seen in the figure, the amounts of state 2 

are lower than those of state 1 because when the amounts of 

,n t  decrease, the demand of seller agents diminishes. Thus, 

the prices come down due to the dominance of supply 

amounts over the demand amounts. In some hours such as the 

8th and 11th, the energy prices are zero, which shows that the 

overall supply is much greater than the demand. 

4. CONCLUSION  

This paper provided a P2P framework to facilitate energy 

management in a multi-agent microgrid operating in the 

islanded mode. The proposed framework enables the power 

exchange among independent agents while addressing the 

privacy concern of private customers. Furthermore, it is 

considered that each agent can operate load demands, 

different kinds of distributed generation units, ESSs, and 

EVs, which will improve the flexibility of the agents 

participating in the P2P scheme. Finally, the proposed scheme 

is applied to a microgrid composed of nine agents operating 

different resources to investigate its effectiveness in islanded 

operating mode with a distributed structure. 
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Abstract: This paper presents a design procedure and a new control method for power regulation of series resonant 

Induction Heating (IH) systems using a self-oscillating tuning loop. The proposed power regulator can accurately estimate 

the instantaneous phase angle and the main parameters of the resonant load. Moreover, the power control algorithm is 

devised based on a combination of Phase Shift (PS) and Pulse Density Modulation (PDM) methods. For simplicity, the 

tuning loop utilizes the PS control method for power regulation. Moreover, the Pulse Density Modulation (PDM) and 

frequency-sweep methods can be used in the proposed tuning loop. The new method is verified by a laboratory prototype 

with an output power of about 220 W and an operating frequency of about 60 kHz. 

Keywords: Self-Oscillating tuning loops, induction heating systems, phase-shift control, series resonant inverters. 
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1. INTRODUCTION 

Induction Heating (IH) systems play a fundamental role 

in modern heating systems such as annealing, hardening, and 

melting furnaces and cooking systems [1-7]. IH systems 

commonly require a medium- or high-frequency current or 

voltage source of power supply with fixed or variable 

frequencies. The resonant inverters are widely used to supply 

IH systems because of their near sinusoidal waveforms, less 

Electromagnetic Interference (EMI), and switching losses [3-

5,7-9].  

Two common types of resonant inverters are voltage 

source and current source inverters among which voltage 

source resonant inverters are commonly used due to their 

reliability and various controlling methods [2,4,10-12]. 

Resonant inverters are named after their resonant tank 

configuration, such as Series Resonant Inverters (SRIs), 

Parallel Resonant Inverters (PRI), and Series-Parallel 

Resonant Inverter (SPRI) [2,12,13]. Among the voltage 

source resonant inverters, SRIs are more common for IH 

systems as they have various control methods, more stability 

in frequency tuning, and simplicity in load estimation and 

regulation [15-19].  

For SRIs, there are four common methods for power and 

frequency regulations, i.e., Frequency-Sweep (FS) [20], 

Phase-Shift (PS) control [2,21], Pulse Width Modulation 

(PWM) [12,22,23], and Pulse Density Modulation (PDM) 

[1,11,24-26]. FS methods require complex algorithms for 

uncertainties and load variations. Moreover, FS methods have 

a slow response time for power and frequency tuning. In PS, 

PWM, and PDM methods, the frequency tuning loop is based 

on Phase-Locked Loop (PLL) [7,11,27] or Self-Oscillating 

Switching (SOS) methods [5,10,28]. PLL circuits are 

sensitive to uncertainties and have stability problems, while 

SOS circuits have a fast response and are more reliable and 

uncertainty-tolerant [5]. 

Recently, SOS techniques have been proposed for power 

and frequency tuning loops of resonant converters due to their 

simple circuit and reliability in uncertainties. SOS methods 

have a quick response in frequency tuning and power 

regulation. Moreover, by developing SOS tuning loops, 

PDM, PS, and FS methods can be utilized in one of the 

switching frequency harmonics [5]. 

Besides the benefits of SOS methods, previous works 

have no straightforward design procedure for the tuning loop 

parameters. The aim of this paper is to present a design 
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procedure for the desired load variations and operating 

frequencies.  

Moreover, this paper presents a new power regulation 

method based on the SOS tuning loops, which has a simple 

structure and estimates the load and its phase angle for an SRI 

instantly. The proposed control method is based on a 

combination of a first-order phase-shifter and PDM, which 

can properly regulate the output power [5]. 

One of the main problems associated with a well-

designed power and frequency tuning loop is its robustness 

under uncertainties of the resonant tank. Typically, 

parameters of IH systems have tolerances of about 20%-50%, 

especially in their working coils. The presented solution can 

simply estimate the main parameters of the SRI at start-up 

duration for effective prediction and regulation of the power. 

The presented analysis shows that the proposed method 

properly regulates power for practical deviations and errors in 

parameters’ estimation. The new method estimates the 

instantaneous phase displacement of the load without phase 

detector circuits and reduces the time response and robustness 

of the tuning loop. 

The paper is organized as follows. Section 2 presents the 

modeling of SRIs, the new tuning loop, and the design 

procedure. Section 3 discusses a power regulation method 

and parameters’ estimation. Sections 4 and 5 present the 

experimental results and main conclusions of the paper. 

2. SYSTEM MODELLING AND DESIGN CONSIDERATION 

A schematic of a half-bridge SRI based on the SOS 

tuning loop is shown in Fig. 1, while the tuning loop can be 

applied for a full-bridge SRI. The main units of the tuning 

loop are a Current Transformer (CT), a lead phase-shifter, a 

Zero-Detector, a Micro Controller Unit (MCU), and logic 

gates.  

For simplicity, the PS unit is considered a first-order 

leading phase shifter circuit that can properly make phase 

displacement, φ, up to +450. Phase displacement is controlled 

by changing a tuning resistor, RT, implemented by a digital 

potentiometer connected to the MCU. The Zero-Detector unit 

is constructed by an ultra-fast comparator, LT1016, which 

improves the performance of the tuning loop at start-up 

cycles. As seen from Fig. 1, the gate driver of the SRI is based 

on the bootstrap technique, IR2104S, so the low side switch, 

S1, must be kept turn on before start-up to ensure the charging 

of the bootstrap capacitor.  

At start-up, the high side switch, S2, is turned on and S1 

is turned off, so a step voltage is applied to the series resonant 

load, and the resonant current, Io, flows into the load. The 

start-up begins by enabling the MCU’s starting signal, Sig, as 

connected to the AND gate. As is seen from Fig. 1, the phase 

of the measured current is made lead using the PS block 

shifts. The zero crossing of the PS unit changes the state of 

the power switches. At the first zero crossing, the state of the 

switches is changed and continuously repeats for the next 

cycles [5].  

As described, the output voltage of the SRI, Vo, will be 

lead with respect to Io with a phase displacement of φ at 

steady-state conditions. Hence, the PS block controls the 

output power by shifting the phase of the SRI. The following 

sections present the main equations of the SRI and the design 

procedure of the tuning loop. 

2.1. SRI and Formulation 

As shown in Fig. 1 and described in the SOS principle of 

operation, SRI generates square wave output voltage, Vo, with 

a duty cycle of about 50%. Equations of Vo, output current, Io, 
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Fig. 1: A schematic of the half-bridge SRI based on the proposed SOS power and frequency tuning loop. 
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and series resonant impedance, Z (jωs), are given by (1), (2), 

and (3) as follows considering fundamental harmonic 

approximation: 
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where Vin is the dc-link voltage of SRI, Z (jωs) is the load 

impedance of SRI, ωs is the angular switching frequency, 𝜑 

is the phase angle between the output voltage and current, Lr 

is the equivalent resonant inductance, RL is the summation of 

the intrinsic resistance of working coil and reflected load 

resistance, and Cr is the value of the resonant capacitor. The 

quality factor, Q, damping factor, ζ, natural frequency, fn, and 

the characteristic impedance, Z0, are derived as follows: 
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The relation between natural-frequency, fn, and resonant-

frequency, fr, where Zero Voltage and Zero Current 

Switching (ZVZCS) occurs, is derived by (6): 
2
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Regarding Fig. 1, the lead phase-shifter makes phase 

displacement equal to φ, which is derived by (7) with respect 

to its tuning resistor, RT, and capacitor, CT: 
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The tuning resistor, RT, can be an adjustable digital 

potentiometer controlled by an MCU. On the other hand, the 

phase displacement of the series resonant load can be derived 

using fundamental harmonic approximation as follows: 
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Phase displacement of the PS unit is approximately equal 

to the phase of Z (jωs), so the switching frequency of the SRI 

can be derived by solving (7) and (8), as derived by (9). 
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Regarding (9), (7) can be rewritten by (10) as a function 

of the PS unit parameters: 
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where τT is the time constant and 𝛼 is the normalized time 

constant of the phase-shifter with respect to ωn. Regarding φ, 

the output power, Po, of the SRI can be approximated by (11) 

as a function of α. To show the accuracy of the above 

equations, simulations are done based on the PSIM simulator 

with Vin = 70 V, Q = 10, Cr = 250 nF, and Lr = 50 µH. CT is 2 

nF, and RT is considered variable.  
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Fig. 2: The output voltage, Vo, and current, Io, of the SRI at 

steady-state conditions with φ ≈ 210, Vin = 70 V, Q = 10, Cr 

= 250 nF, Lr = 50 µH and an operating frequency of about 

45.95 kHz. 
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Fig. 3: The output voltage of SRI, Vo, and current of S1, IS1, 

at start-up conditions using the SOS method with Q = 10, RT 

= 2 kΩ, and Vin=70 V. 

 

Regarding the mentioned parameters, natural frequency 

and resonant frequency are about 45.016 kHz and 44.960 

kHz, respectively. Fig. 2 shows Io and Vo at steady-state 

conditions with α ≈ 2.262, i.e., RT = 4 kΩ. Regarding Fig. 2, 

fs and φ are about 45.95 kHz and 210 while considering (9), fs 

is derived to be 45.93 kHz. Fig. 3 shows the current of S1, IS1, 

and Vo at start-up while Zero Voltage Switching (ZVS) is 

achieved at the beginning cycles. 
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(11) 

One of the most important advantages of the SOS 

methods is their ability to predict parameters of SRI load. 

Regarding Fig. 3, the natural frequency of the SRI can be 

predicted at the beginning cycles of the start-up by counting 

intervals between zero crossings of the ZD unit directly 

connected to the MCU, as is seen in Fig. 1. To accurately 

detect fr, it is proposed to start and stop SRI for a few cycles 

in minimum phase displacement, φmin. For an SRI utilized for 

IH systems, quality factors are larger than 5, so fn ≈ fr and Lr 

can be derived by detecting fr for a known resonant capacitor 

and using (5). 
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2.2. Design Procedure 

The main parameters for the design of an SRI based on 

the SOS tuning loop are calculating Vin, the variation range of 

RT, and tuning capacitor according to the resonant load 

parameters. Considering the maximum output power, 𝑃𝑜
𝑚𝑎𝑥, 

which occurs at the minimum phase angle, φmin ≈ 100, the 

required dc-link voltage is designed by (13) for the maximum 

value of the equivalent load resistance, 𝑅𝐿
𝑚𝑎𝑥. The minimum 

phase displacement is considered to ZVS operation SRI. 
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The range of the tuning resistor, RT, must be determined 

for the PS unit. Regarding (10) and considering 𝜑𝑚𝑖𝑛 and Qmin, 

as well as the minimum value of the normalized time constant 

of the PS, 𝛼𝑚𝑖𝑛 can be calculated by solving (14), which has 

two answers, but the acceptable one is positive and is derived 

by (15). Hence, assuming CT and the possible minimum 

natural angular frequency, 𝜔𝑛
𝑚𝑖𝑛, the upper limit of RT can be 

obtained by (16): 
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To obtain the lower limit of the tuning resistor, RT, it is 

necessary to determine 𝜑𝑚𝑎𝑥, according to 𝑃𝑜
𝑚𝑖𝑛. The 

maximum amount of the possible phase displacement in the 

first-order phase-shifter is 450, which reduces the output 

power to about 50%. Hence, by using (11) and 

determining 𝑃𝑜
𝑚𝑖𝑛, the maximum phase of the PS is calculated 

from (17). Thus, by having  𝜑𝑚𝑎𝑥, the minimum normalized 

time constant of the phase-shifter can be obtained using (18), 

i.e., similar to (15). Regarding (18), the minimum normalized 

time constant is derived at the possible maximum natural 

angular frequency, 𝜔𝑛
𝑚𝑎𝑥, of the system. 
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3. POWER CONTROL AND PARAMETERS’ ESTIMATION 

For simplicity in analyses, the first-order PS is analyzed 

in the above formulations, which can properly regulate the 

output power up to 50%. For wider power regulation, power, 

the PS technique, and PDM are used simultaneously. 

As shown in Fig. 1, in this paper, the input current and 

voltage are measured to calculate instant input power, Pin. 

Since the losses of the half-bridge inverter and dc-link filter 

are typically less than 5%, so the input power is measured and 

regulated instead of the output power of the inverter for 

simplicity. Using (7) and the measured switching frequency, 

MCU calculates the instantaneous phase displacement, φ. 

Regarding Fig. 1, Pin
* is considered the reference input power, 

which can be applied from the user or output of a thermal 

controller. In the proposed control method, the reference 

phase displacement, φ*, can be calculated using (11) with 

respect to φ and the ratio Pin
* and Pin, as derived by (19).  

*
* 1cos cos .in

in

P

P
 

 
  

 
   

(19) 

For IH systems, the quality factor is typically larger than 

5 or ζ < 0.1. Therefore, the resonant frequency is equal to the 

natural frequency with good approximation, i.e., fn ≈ fr. 

Moreover, the quality factor is not changed much for 

designing a specific load.  

In practice, due to the uncertainties of the resonant tank 

like the aging effect in the resonant capacitor or variations in 

the resonant tank parameters during the heating treatments, 

the estimations are prone to errors and deviations.  

One of the main problems associated with a well-

designed power and frequency tuning loop is its robustness 

under uncertainties of the load variations.  

Practically, the input power and Po can be considered 

approximately equal to calculate equivalent series resistance, 

RL. Moreover, at steady-state conditions, the phase 

displacement can be calculated by (7) using τT and detecting 

the instant switching frequency, fs. As a result, RL can be 

estimated using the following equation: 
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Regarding trigonometric rules and (7), RL can be 

rewritten as follows: 
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Moreover, the PDM is used simultaneously when the 

reference phase displacement is greater than 45° from (19). 

Hence, the RL should be estimated using (23) for wider power 

regulation. 
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 (23) 

where D is the duty cycle of the MCU’s squared signal, 

Sig, and Ton and Toff are the time duration in which the Sig 

turns on and off, respectively. Furthermore, at steady-state 

conditions, the summation of Ton and Toff should be much 

larger than the time period of the output current.  

To apply the PDM technique, it is necessary to calculate 

the reference duty-cycle, D*. Therefore, the reference duty-

cycle can be obtained from (24): 
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where φ* is set to 45°. 

Like (15) and (17), the reference tuning resistor, RT
*, can 

be calculated using (25) as follows: 
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Fig. 4: The flowchart of the power regulation 
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Fig. 4 illustrates the flowchart of the proposed power 

regulation procedure and the parameters’ estimation of tuning 

loops. In the proposed method, the MCU receives Pin
*, Cr, and 

τT as inputs. In practice, Cr and CT are fixed values and could 

be estimated using their step responses. To estimate output 

power, the input voltage and current are measured. The 

switching-frequency can estimate instantly. Moreover, the 

MCU can estimate natural-frequency in initial cycles when 

the phase displacement is considered minimum. Using (22), 

RL can estimate when the PS technique is used alone. When 

the PS technique and PDM are used simultaneously, RL 

should be estimated using (23).  

Moreover, the value of Lr can be estimated by (4), (9), τT, 

and Cr. Therefore, regarding (10) and CT, the value of the 

reference tuning resistor, RT
*, is determined. Then, RT

* is 

applied to the PS unit. Hence, the input power can instantly 

track the reference input power with fewer transients, which 

reduces the possible voltage and current stresses of the SRI.  

rC

Load

MCU and Tuning Loop

Half-Bridge Inverter

Working Coil

 

Fig. 5: The experimental setup of the IH system based on 

the SOS method. 

Hence, for an instant quality factor, the measured Pin and 

the estimated Lr and ωs, instant φ, and the reference 

parameters can be calculated with negligible errors according 

to the reference input power, i.e., (24) and (25). 

As was already described, the presented control method 

can simply estimate the main parameters of the SRI at start-

up duration for effective prediction and regulation of the 

power. Basically, the behavior of the proposed power 

regulating loop directly depends on the estimation of φ.  

4. EXPERIMENTAL RESULTS 

A laboratory prototype was developed based on the 

designing method proposed in Section 2. Fig. 5 shows an 

experimental setup of the IH system based on the SOS power 

and frequency tuning loop. The parameters of the half-bridge 

inverter and the tuning system are given in Table 1. The half-

bridge inverter is constructed by two IRFP250 power 

MOSFETs, S1 and S2, and IR2104 gate driver. SRI is 

designed for a maximum input voltage of 100 V. The tuning 

loops are constructed by logic elements, ATMEGA8 MCU, 

and LT1016 comparator for zero detector units. 

The value of the load, RL, is about 1.92 Ω, which is 

estimated at the steady-state operation using (22). According 

to (4), the characteristic impedance, Zr, is estimated at 12.14 

Ω while the natural-frequency, fr, and the value of Cr are 

52.44 kHz and 250 nF, respectively. Hence, the quality factor  

is about 6.3 using (4). For the working coil, a spiral coil with 

an inner diameter of 5 cm and outer diameters of 20 cm is 

used. The spiral coil is wound with a Litz wire that is built 
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with 19 insulated strands Lacquered wire. For 19 turns and 

loading effect from the pot, Lr is about 36.84 μH, and the 

material of the pot is iron. The air gap between the pot and 

coil is considered 5 mm. Fig. 6(a) shows the input signal, Sig, 

the output voltage, the current, Vo, and Io, of the IH system at 

the start-up conditions. Regarding Fig. 6(a), the IH system 

based on SOS has a proper dynamic in transient conditions. 
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Fig. 7: Input power curve, Pin, in different normalized time 

constants in which the sweeping phase shifts approximately 

from 10° to 42°. 

In order to analyze the sensitivity of the proposed 

method, three practical steps are performed. The first step is 

to reduce the capacitor by 10% (Cr ≈ 225 nF) and record the 

input power and the tuning resistance, RT, or record the 

normalized time constant of the phase shifter, α. 

At steady-state, for input power, Pin, of about 190.5 W, 

the normalized time constant and phase displacement are 

about 23°, which are shown in Fig. 6(b). The second step is 

to test under normal conditions, i.e., Cr ≈ 250 nF, while Pin is 

about 193 W for α ≈ 2 and φ ≈ 24° as shown in Fig. 6(c). 

Regarding simulations and formulations, the output power is 

calculated to be about 189 W. In the last step, the capacitor 

increases by 10%, i.e., Cr ≈ 275 nF. Fig. 6(d) shows the output 

voltage and current in these conditions while Pin is measured 

to be 194 W for α ≈ 2 and φ ≈ 25°. Fig. 6(e) displays the output 

current of the IH system when the PDM technique is used for 

the SOS method with D ≈ 50% and signal-frequency of about 

580 Hz. 

Table 1: The design information of the IH system and 

tuning loop for the laboratory prototype 

Parameter Quantity 

Input voltage, Vdc 50 [V] 

Maximum input power, Pin 220 [W] 

Minimum phase delay 10 [degrees] 

RT 10 kΩ potentiometer 

CT 2 [nF] 

Q ~6.3 

Cr 250 [nF] 

Lr (with pot) 38.6 µH 

Comparator for ZD unit LT1016 

Power MOSFETs IRFP250 

Gate driver IR2104 

Logic element 74HC04, 74HC08 

Opto-couplers 6N137 

 

Finally, the input power of the SRI is measured for 

different values of α and the variations in the resonant 

capacitor as shown in Fig. 7. Regarding Fig. 7, there are larger 

power deviations for the higher values of α in comparison 

with the lower values of α. This phenomenon relates to the 

SRI and dc-link filter losses and variations in equivalent 
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(b)
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Fig. 6: (a) Sig, Vo and Io at start-up conditions with Q ≈ 6.3, Cr ≈ 250 nF, Vin ≈ 50 V. (b) Vo and Io at 10% decrease in the 

capacitor and steady-state conditions with fs ≈ 56 kHz, α ≈ 2, Cr ≈ 225 nF, Vin ≈ 50 V. (c) Vo and Io without deviation in Cr 

while fs ≈ 54 kHz, α ≈ 2, Cr ≈ 250 nF, Vin ≈ 50 V. (d) Vo and Io for 10% increase in Cr while fs ≈ 56 kHz, α ≈ 2, Cr ≈ 275 

nF, Vin ≈ 50 V. (e) Io in the PDM technique for the SOS method with D ≈ 50% while frequency of Sig is about 580 Hz. 
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resistance caused by the deviation of the resonant frequency. 

However, the deviations can be neglected. 

 In general, there are two kinds of changes in the load, 

either due to the type of work-piece material, such as steel, 

aluminum, etc. or due to the frequency variations. In this IH 

system, the load changes only by changing the frequency. 

According to Fig. 7, in α ≈ 5 or φ ≈ 10° and for 10% 

increase, the maximum power difference is about 2%. This 

difference is very low and results from changing the load 

caused by a change in the resonant frequency. Hence, this is 

an advantage in large phases, i.e., α < 2, while these 

deviations almost neutralize each other and make the total 

power deviation to be less than 0.5%, as seen from Fig. 7. 

Therefore, the practical estimation deviations and errors are 

very low, and the tuning loops can adjust the power more 

accurately. 

5. CONCLUSIONS 

This paper presents a design procedure and a new power 

regulation algorithm for series resonant IH systems based on 

a tunable self-oscillating tuning loop. The proposed method 

accurately estimates instant phase displacement, resonant 

frequency, equivalent load resistance, and inductance of the 

SRI. Based on the estimations, the instant power reference 

can be tuned with low transients, which is important for high-

power IH systems. To show the accuracy of the proposed 

method, experimental tests have been done for possible 

estimation deviations. Experimental results show that using 

the proposed power tuning loop, negligible power deviations 

occur, about 2%, under large tolerances in the resonant tank 

circuit. 
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Abstract: In this paper, the procedure for the protection of borders-based security fences improved using laser beams. 

Laser beams can be used to protect the border of large departments, large agencies, large universities, and large 

companies that have a large yard with several-kilometre erecting walls based on laser optic. But it has problems. To 

implement this system, it uses invention protocol transmission data. The cost of implementing this system is very low. 

The older methods of this system have been implemented in Hakim Sabzevery University.  
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1. INTRODUCTION 

The protection of very vast lands, such as large 

universities, military facilities, department agencies, and 

companies with several borders is a difficult task. These 

facilities are traditionally protected by inspection by 

operators, the use of barbed wire interval along its length, 

and so on. However, these methods have certain 

assumptions and problems. Inspection by operators can only 

be performed to a limited extent. When using the barbed 

wire method, robbers or saboteurs can cut the barbed wire. 

In addition, this method is costly. Putting closed-circuit 

television (CCTV) to supervise borders is much more costly 

and, at the same time, undesirable and irrational. This paper 

presents an approach for protecting the borders of very vast 

lands based on infrared beams, which is much less costly 

and easy to implement.  

Laser radiation can pass through various channels, such 

as fibre optics and atmosphere or open space commu-

nications. [1].  

Optical communications were used in various forms for 

messaging or warning thousands of years ago. For example, 

ancient people used to establish these communications by 

polishing their shields. Today, optical communications are 

also done by encoding and decoding optical signals with the 

help of semaphores and wireless solar telegraphs called 

heliographs [2]. 

Many simple and inexpensive consumer remote 

controls use low-speed communications using infrared (IR) 

light, which is known as consumer IR technologies. 

Atmospheric conditions can cause disturbance in optical 

connection with open space channels. Like any other 

communication channel, open space can change both the 

amplitude and the phase of news signals. Therefore, in a 

news transmission route, if necessary, relays and amplifiers 

should be used to minimize the probability of news loss [3]. 

Although optical relays reduce the speed of data exchange, 

open space optical communication is still used to exchange 

data between spacecraft. One of the very simple 

technologies in outdoor optical communications is Infrared 

Communication Technology (IrDA) [4]. Due to atmospheric 

conditions, such as dust particles, fog, and the effects of 

heat, rain, and snow, the maximum range of optical light 

communications is usually considered to be less than 3 km 

above the ground. Due to this fact and even obstacles that 

sometimes interrupt light transmission completely, this 

method is not suitable for data transmission at the ground 

level and on very long distances. However, in 2007, amateur 

radio operators also reported outdoor light transmission 

(atmosphere) up to about 278 km with the help of high-

power LEDs. According to the conditions of open space 

channels (atmosphere), one cannot expect too much speed 

for news transmission, and the cut-off frequency cannot be 

more than about 4 kHz [5]. 

             Check for 

              updates 
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Outside the atmosphere, it is practically possible to 

communicate light in the open air for several thousand 

kilometres owing to the much lower density of particles in 

space. In January 2013, NASA used optical telescopes to 

expand its beams, sending infrared optical communications 

to transmit space images up to a distance of about 400,000 

kilometres using atmospheric interference data correction 

code algorithms. This algorithm is similar to the algorithm 

used to correct the data error of compact discs [6]. 

Secure open-space optical communications can be 

suggested using the N-infrared interferometer where the 

infrared signal is in the form of an interference pattern. It 

can be shown that this method is practically effective and 

works at the desired emission intervals and can basically be 

used at long distances in outer space [7]. 

In Ilderabadi's patent, he used this method to protect the 

environment from laser beams [8]. The visible laser beam 

cannot be used during the day. It is also difficult to regulate 

the transmission and reception of data and maintain it 

between the transmitter and the receiver through the 

communication of the laser beam. In this paper, free-space 

optical communications were used to defend the fence of 

large agencies based on IR beam communication. The next 

section describes how the proposed method works. 

It should be noted that this work was presented as a 

research project for the protection of the university 

environment and was implemented to some extent. But, it 

was not implemented completely due to the need for about 

80 nodes and their installation and adjustment, which was 

costly and required skilled people who were not available. 

The project report was also presented at the Twelfth 

International Conference ICTPE 2016 [9]. In addition, a part 

of it was published under the title of protection of the walls 

of cement factories in the scientific, technical, and economic 

monthly of Cement No. 250 in 2019 [10]. 

2. BORDER SECURITY BASED ON INFRARED BEAM 

This section presents a new approach to protecting the 

borders of large facilities against unwanted intrusion of 

people.  

This method is simple. An infrared beam is created at 

one point of the border and an infrared beam receiver is 

placed at another point of the border as is shown in Fig. 1. In 

this design, the laser beam is used to detect night traffic on 

the wall. Thus, if the laser beam sent by the transmitter is 

received by the receiver according to Fig. 1, it means that 

there is no traffic between the receiver and the transmitter 

(normal state), otherwise if according to Fig. 1b, the 

transmission is cut off, the lack of laser beam will indicate 

traffic between the receiver and the transmitter. The distance 

between the transmitter and receiver can be variable from 

around 5 to 15 meters. If anyone passes on the border 

(fence), it will interrupt the infrared beam and the 

transmitted data will not be received by the receiver, 

implying that somebody has entered or exited. 

In this design, the transmitter and receiver are placed at 

a distance of about 30 to 80 meters on the sides of the wall 

according to Fig. 2. As such, traffic on both sides of the wall 

is practically recognizable. Fig. 3 shows how each node is 

placed on the fence.  

After a node detects an unauthorized bus, the location 

of the unauthorized password is transferred by that node to 

the adjacent node in two directions. The sending of the 

mentioned code continues in the same way and in two 

directions, until the mentioned code reaches the initial and 

final nodes and after decoding, the location of the error is 

determined. Fig. 4 shows how data is exchanged between 

different nodes. Each node can have four terminals, which 

are represented by the letter B in which Bn1 and Bn2 are the 

input terminals and B3 and B4 are the output terminals. 

The possible states for each node are expressed below. 

1) Initial display node (first terminal): 

Mode A): daytime; if the laser receiver receives 

continuous light for more than about 10 seconds, it indicates 

that the air is bright (day) and daytime is shown on the 

display (Fig. 5). 

Mode B): The received code is normal and in this case, 

the normal state is shown in the display (Fig. 6). 

 

 

 

(a) 

 

 

(b) 

Fig. 1: (a) Data receipt from the wall in normal mode, (b) 

Data receipt interruption due to traffic through the fence. 

 

 

 

Fig. 2: Schematic of the position of infrared transmitter and 

receiver. 

 

 

Fig. 3: How to place each node on the fence. 
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Fig. 4: How to exchange data between nodes. 

 

Fig. 5: Format of received data in mode 'a'. 

 

Fig. 6: Format of received data in normal mode. 

 

 

Fig. 7: Format of received data for unauthorized crossing case. 

 

 

Fig. 8: Format of received data when an interruption occurs. 

 

Mode C) The received code is the error code of one 

node, so this code should be displayed in the output (Fig. 7). 

Mode D) No data is received. It is considered an error 

between this node and the first node, so the breakdown code 

in data receiving is shown in the output (Fig. 8). 

2) First node: 

Mode A) being up to date. If the laser receiver receives 

continuous light for more than about 10 seconds, do not 

send light from this node. But always check the status of the 

receiver (Fig. 9). 

Mode B) The received code is normal and in this case, 

the normal state is sent on both sides (Fig. 10). 

C) The received code is the error code sent from other 

nodes; In this case, this error code will be sent to the 

primary display node. On the other hand, normal code is still 

sent to the adjacent node (Fig. 11). 

D) Not receiving the signal. It is the occurrence of an 

error between the first group and its adjacent (second) node. 

In this case, the corresponding error code is sent to both the 

display group and the second node (on the other side) (Fig. 

12). 

3) Middle nodes: 

A) If the middle node receives data from both parties, 

send the received data of each party to the same party. This 

condition is considered the absence of traffic on both sides 

of this node. Fig. 13 shows the conditions that can occur in 

this case. 

B) If data is not received from one side, the related error 

code in this node is sent to the nodes of the parties, and if 

data is not received from both sides, the error code is sent 

consecutively (one in between) on both sides. To be. (As 

shown in Fig. 14).  

C) Being up to date. If the receivers of this node receive 

light continuously for more than about 10 seconds, the data 

transmission to the parties is interrupted. But, recipients 

should always check the status (as shown in Fig. 15). 

3) End node: 

It is like the primary node. The performance algorithm 

of each node is presented in Fig. 16. 

For the end node, B3 is received and checked instead of 

B4. Also, the normal code is still sent by B1 when receiving 

the error code via B3, and the received error code is sent by 

B2 (B4 moves with B3 and B2 with B1). 

System implementation in Proteus software is shown in 

Fig. 19. In this figure, the first node¸ the middle node, and 

the end node are implemented by the Atiny13 Atmel 

microcontroller. The displayer node is implemented by the 

Atemga 32 microcontroller and shows the result on an LCD. 

Three state switches are used to create the normal situation, 

day state, and error accruing state. 
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(a) 

 
(b) 

Fig. 9: The format of (a) incoming, and (b) outgoing data during the day 

 

 
(a) 

 
(b) 

Fig. 10: The format of (a) incoming, and (b) outgoing data in normal mode 

 

 
Fig. 11: The format of the received and transmitted data in the error code and the sent normal code to other side 

 

 
(a) 

 
(b) 

Fig. 12: Format of (a) received, and (b) sent data in the absence of data. 
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(a) 

 
(b) 

 
(c) 

Fig. 13: (a) The format of incoming and outgoing data in the case of the middle's nodes receiving data from both sides. B1 and 

B2 are input terminals and B3 and B4 are output terminals (Normal Situation), (b) Receiving and sending event code between 

two middle nodes, and (c) From one side Receiving and sending error code, and from another side Receiving and sending 

Normal code. 

 
(a) 

 
(b) 

Fig. 14: The format of (a) incoming and outgoing data in the case of the middle group does not receive data on one side. 
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(a) 

 
(b) 

Fig. 15: The format of (a) incoming and (b) outgoing data in the current state. 

 

Fig. 16: System performance algorithm for the first node. 
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Fig. 17: System performance algorithm for the first intermediate nodes. 
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Fig. 18: System performance algorithm for display node. 
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Fig. 19: System implementation in Proteus software. 
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3. CONCLUSION  

This paper presented a new approach to protecting vast 

locations, such as large universities, military organizations, 

and corporations. Operator inspection, the use of barbed 

wire on walls and borders, and the like are used as 

traditional methods to protect these types of places. But they 

have their own problems. In this paper, a method based on 

optical communication based on laser light beam was 

presented. This system can reduce the cost of protection in 

the establishment and operation. This version is a new 

version of the enhanced protection system previously 

provided by the first patent author. 
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Abstract: It is crucial to detect potential overlaps between any pair of the input reads and a reference genome in genome 

sequencing, but it takes an excessive amount of time, especially for ultra-long reads. Even though lots of acceleration 

designs are proposed for different sequencing methods, several crucial drawbacks impact these methods. One of these 

difficulties stems from the difference in read lengths that may take place as input data. In this work, we propose a new 

Race-logic implementation of the seed extension kernel of the BWA-MEM alignment algorithm. The first proposed 

method does not need reconfiguration to execute the seed extension kernel for different read lengths. We use 

MEMRISTORs instead of the conventional, complementary metal-oxide-semiconductor (CMOS), which leads to lower 

area overhead and power consumption. Also, we benefit from Field-Programmable Nanowire Interconnect Architecture 

as our matrix output resulting in a flexible output that bypasses the reconfiguration procedure of the system for reads 

with different lengths. Considering the power, area, and delay efficiency, we gain better results than other state-of-the-

art implementations. Consequently, we gain up to 22x speedup compared to the state-of-the-art systolic arrays, 600x 

speed up considering different seed lengths of the previous state-of-the-art proposed methods, at least 10x improvements 

in area overhead, and 105x improvements in power. 

Keywords: Bioinformatics, BWA-MEM, memristor, race logic. 
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1. INTRODUCTION 

DNA sequencing is a laboratory technique used to 

determine the exact sequence of bases (A, C, G, and T) in a 

DNA molecule. The DNA base sequence carries the 

information a cell needs to assemble protein and RNA 

molecules. DNA sequence information is essential to 

scientists investigating the functions of genes [1]. Based on 

the recent research on genomic sequence alignment, various 

algorithms and specific designs improve the sequencing 

aligners' performance and energy consumption. We can put 

genomics in the category of big data science, and by growing 

technology, it is getting much bigger. The volume of 

produced data by genomics can be compared with three main 

big data generators [2]: 

I. astronomy: Over these decades, Astronomy is placed in 

the group of Big Data challenges. 

II. YouTube: There is a huge number of sharing stuff and 

videos that are created and shared on YouTube 

III. Twitter: Makes a lot of opportunities for new insights by 

mining more than 400 million messages that are sent 

every day. 

Table 1 [3] compares these four groups of data 

generators, showing how genomics is increasingly 

overcoming in the case of demanding data acquisition, 

storage, distribution, and analysis. 

The first step for most genomics applications is sequence 

alignment. Many reads of DNA strands have to be aligned 

against the reference genome, and the best alignment for each 

read is produced as output. There are a variety of sequence 

alignment tools such as: 

1. Bowtie [4] 
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Table 1: Comparison of four groups of Big Data in 2025 are shown in this Table [3].

Data Phase Astronomy Twitter YouTube Genomics 

Acquisition 25 zetta-bytes/year 
0.5-15 billion 

tweets/year 

500-900 million 

hours/year 
1 zetta-bases/year 

Storage 1 EB/year 1-17 PB/year 1-2 EB/year 2-40 EB/year 

Analysis 

In situ data 

 reduction 

Topic and sentiment 

mining 

Limited 

 requirement 

Heterogeneous data  

and analysis 

Real-time 

 processing 

Metadata  

analysis 
 

Variant calling, ~2 trillion central 

processing unit (CPU) hours 

Massive  

volumes 
  

All-pairs genome alignments, 

~10,000 trillion CPU hours 

Distribution 

Dedicated lines from 

antennae to  

server (600 TB/s) 

Small units of 

distribution 

Major component of 

modern user's bandwidth 

(10 MB/s) 

Many small (10 MB/s) and  

fewer massive (10 TB/s)  

data movement 

2. BWA [5] 

3. MAQ [6] 

4. SOAP [7] 

5. BWA-MEM [8] 

Consider the state that we want to find all local alignment 

using a dynamic programming approach as an example of the 

alignment algorithms. If we choose the Smith and Waterman 

algorithm [9], which uses O (nm) time for aligning a read of 

length n against a reference of length m, it can be concluded 

that the approach is too slow. 

For example, as the fastest sequencing, NGS takes about 

hours with a lot of memory usage to sequence an entire human 

DNA. Based on the [10] experimental results, aligning 1000 

characters as a read against the human genome will take more 

than 15 hours. 

In the case of actual application, we work with genes or 

chromosomes that are about a few thousand to a few hundred 

million lengths. If we align the whole human genome with the 

SW method, it will last for about some days to weeks. 

There are other algorithms like BLAST [11], which are 

heuristic methods. They are used to find local alignments very 

efficiently. Using BLAST takes 10-20 seconds to align a read 

of 1000 bp against the human genome [11]. 

Obviously, with these time-consuming calculations, 

general-purpose processors are not a good solution for 

executing these bioinformatics workloads. Thus, we need 

more parallel and specific hardware such as GPU or FPGA 

dedicated to massively accelerating the intensive 

computations and leading to large speedups. 

In this work, we accelerate the Smith-waterman-like 

algorithm with a race logic strategy based on memristor 

elements to speed up the execution time. The rest of this paper 

is organized as follows: We provide related works in section 

2. Our design contributions and details of our MEMRISTOR-

based design are discussed in Section 3. Section 4 evaluates 

the results, and finally, Section 5 concludes this article. 

2. RELATED WORKS 

We are experiencing exponential growth of experimental 

data and information in biology called data explosion [12]. 

One of the most valuable operations in Bioinformatics is 

DNA sequencing. Four nucleotides (A, C, G, T) make the 

foundation of the DNA sequences. Swapping these 

nucleotides causes alternate biochemical functions and 

products within the DNA. One of the most Severe 

computational parts of Bioinformatics is finding similarities 

between two DNA sequences called pairwise alignment. 

Different methods accomplish this for Biologists, which leads 

to different time consumption. The Smith-Waterman (SW) is 

one of the most accurate algorithms with high sensitivity 

degree but high computational time and high hardware 

resource usage. Consider that the complexity of SW is of 

quadratic order. The BLAST [13] and FASTA [14] are 

derivative methods of SW which do not lead to optimal 

solutions because of sensitivity loss but are significantly 

faster. Another dynamic programming method for comparing 

two macromolecules is the Needleman-Wunsch algorithm 

(NW) [15], which calculates the alignment score between two 

sequences based on the Levenshtein distance. There are 

different other efforts to reduce the computational time of 

different parts of the pairwise alignment algorithms. A 

custom ASIC implementation of a BioSCAN is introduced in 

[16], in which heuristic and very high-density implementation 

caused the high performance. A new method of information 

representation was proposed in [17] that performs 

computation by setting up logical race conditions in a circuit 

on ASIC platform and they achieved about 3x higher 

throughput at 5x lower power density. The authors in [18] 

evaluate SWIFOLD: A SW parallel implementation for long 

DNA sequences implemented on Intel core with OpenCL. 

They claim that their method increases better performance 

with higher resource consumption. In another work, in [19], 

a ReRAM-based process-in-memory architecture is designed 

to improve short read alignment throughput per Watt by 13×. 

Several techniques have been proposed to accelerate the SW 

inexact alignment algorithm. However, the seed extension 
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step of this algorithm makes it inherently a slow design. The 

authors provided a new 2-D technique regarding SW inexact 

alignment algorithm in which they have used fixed numbers 

for Match, Mismatch, and gap penalty [20]. The authors in 

[21] propose a new hardware accelerator in which the most 

incorrect candidate locations fill out with 130-fold speedup 

than software. There is a faster implementation of SW in [22] 

which achieves 2to8× performance improvement compared 

to other SIMD-based SW implementations. Also, intrinsic 

delay of the circuits edit-distance computation elements as in 

[23] was utilized to propose the ASAP accelerator based on 

the RACE-logic hardware acceleration presented in [17] for 

accelerating SW and NW algorithms on an ASIC platform. 

Their work leads to 200× speedup than an equivalent SW-C 

implementation. Some other works accelerated BWA-MEM 

genomic mapping algorithm on different platforms such as 

GPU and FPGA. BWA-MEM is a widely used algorithm to 

map genomic sequences onto a reference genome. This 

algorithm is composed of three main computational kernels 

[8]: 

I. SMEM Generation: This kernel is used to find seeds 

(sub-strings of the reads) that are likely mapping the 

read against the reference genome. There is a chance 

of generating several seeds with the variable length 

for each read [5]. This step is an exact-match-finding 

phase that uses the Burrows-Wheeler transform. For 

this work, seeds are at least nineteen characters and 

a maximum of 131. 

II. Seed Extension: This step is an inexact-matching 

step that executes chaining and extending seeds in 

two directions using an SW-like algorithm [9]. This 

part of the BWA-MEM algorithm finds the optimal 

local alignment by using a scoring system. 

III. Output Generation: In this step, the best alignment 

(i.e., with the highest score) is finalized and provided 

as the output in SAM format, if necessary. 

Note that the seed extension kernel used in BWA-MEM 

is different from the SW algorithm in two substantial ways 

(Table 2) [24]: (1) Non-zero initial values: The initial values 

in the first column and the first row depending on the 

alignment score of the seed found by the SMEM Generation 

kernel. (2) Additional output generation: Other than the local 

and global alignment scores, the exact location inside the 

similarity matrix and a maximum offset (indicating the 

distance from the diagonal at which a maximum score has 

been found) are also generated. 

The first accelerated implementation of BWA-MEM is 

presented in [24] with evaluating several FPGA-based 

systolic array architectures. Their implementation is 3× faster 

than the software-only execution. Another hardware 

acceleration of the BWA-MEM genomics short read mapping 

for longer read length is stated in [25]. The authors discussed 

accelerating the seed extension kernel of the BWA-MEM 

algorithm on a GPU accelerator and achieved up to 1.6× 

improvement compared to application-level execution time 

[26]. Power efficiency analysis of accelerated BWA-MEM 

implementations on heterogeneous computing platform 

against the software-only baseline system is studied in [27] 

by offloading the seed extension phase on an accelerator. 

Table 2: Profiling the BWA-MEM algorithm [24]. 

Kernel Execution 

time (%) 

Bound 

SMEM generation 56 Memory 

Seed extension 32 Computational 

Output generation 9 Memory 

Other 3 I/O 

 

A high-performance FPGA-based Seed Extension IP 

core is designed [28] for BWA-MEM DNA alignment that 

achieves 350× speedup than an Intel Core i5 general-purpose 

processor. Authors gain up to 14.5× speedup than the SW 

algorithm by :(a) Applying heuristics; (b) Processing MEMs, 

and (c) Extracting MEMs by using a bit-level parallel method 

[29]. It is considered that after all these works, the problem of 

memory accessory, area overhead, time, and power 

consumption of the alignment algorithms methods and 

implementations are still extremely problematic. Thus, we 

aimed these problems in our work, and by our suggested 

methods, improved all of the problems mentioned above. 

3. PROPOSED DESIGN 

This section describes the proposed method for filling the 

similarity matrix of the SW-based algorithm and shows how 

it can speed up time and reduce power consumption 

compared to state-of-the-art architectures. Besides, our 

method uses an unfixed length strategy that can leads to 

higher speedup due to it does not need to be reconfigured for 

different reads lengths. 

There is a new data representation that is used for a broad 

class of optimization problems which is called "race logic." 

This method can be used for the kind of problems that use 

dynamic programming algorithms to be solved. There are 

different implementations of race logic, such as synchronous 

and asynchronous, which we focus on synchronous type for 

our design. Race logic idea is based on the race conditions in 

a circuit to optimize computation in case of time. 

We designed an SW similarity matrix with the idea of the 

race logic design. Also, we use MEMRISTOR instead of 

conventional, complementary metal-oxide-semiconductor 

(CMOS), which leads to better performance. In addition, we 

considered Field-Programmable Nanowire Interconnect [30] 

Architecture as our matrix output. Significantly, we achieve 

lower power consumption and area overhead due to using a 

MEMRISTOR structure compared to the previous CMOS, 

ASIC, and FPGA structures mentioned in the results. 

Moreover, we gain lower delay as a result of 

I. Using MEMRISTOR structure that is using race 

logic strategy which leads to lower circuit delay. 

II. Utilization of FPNI as a flexible output that bypasses 

the system's reconfiguration procedure for reads 

with different lengths. 

3.1. Algorithm Description 

First, we describe the main idea of our design and show 

how it can lead to a proper answer to the SW-like matrix with 

performance improvement. As we know, the SW algorithm is 

a dynamic programming algorithm that can compute the 

alignment score (Levenshtein distance) of two reads and 
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partial-reference genome string with the Q, R length, 

respectively. For calculating the scoring alignment of these 

two strings, the algorithm constructs a matrix S that is a lattice 

of size IQ × IR (IQ, IR are the length of two strings). With the 

recursive equation, it can calculate the minimum edit distance 

between two strings. Notice that in the BWA-MEM 

algorithm, which is in our consideration for implementing our 

proposed design, the length of two strings is as same as each 

other, and we have a Square matrix in each solution. But its 

dimension may be different based on the length of the reads. 

We solve this problem by using FPNI as a flexible output of 

the circuit which helps us earn all the outputs of different 

matrix dimensions without any problem to change the circuit 

of any reconfigurations. 

( i 1 ,i 1 ) ( Match ,Miss match )

( i ,i ) ( i 1 ,i ) ( Gap )

( i ,i 1 ) ( Gap )

DP T

DP MIN DP T

DP T

  





 
 

  
  

 (1) 

where DP denotes the similarity matrix, 𝑇(𝑀𝑎𝑡𝑐ℎ,𝑀𝑖𝑠𝑠−𝑚𝑎𝑡𝑐ℎ) 

is the assigned score for when a match or a mismatch occurs 

(usually 0 for a match and a 2 for a mismatch [23]), and 𝑇(𝐺𝑎𝑝) 

is the gap penalty with the usual one value [23]. It is worth 

mentioning that Match is for a situation where two 

corresponding nucleotides are the same as each other, and 

Miss-match states that they are not the same. Notice that we 

can choose these parameters to optimize the accuracy of the 

alignment based on the structure of the sequences compared 

[31-33]. Besides, we use fixed penalties for the gap between 

nucleotides with the more commonly used value [33]. The 

above equation, which is representative of the SW similarity 

matrix local alignment, leads to finding the largest sub-string 

of R, which is mapped with string Q with the lowest 

Levenshtein distance (LD) (See [34,35] for more 

information). However, this method is accurate and yields 

optimal alignment with high computational complexity. To 

overcome this problem, we can replace the LD values in (1) 

with their equivalent propagation delays and use the delay-

based approach for addition and minimization. Accordingly, 

these two operations (addition and minimization) are 

necessary for recursive (1). 

We give some examples of how the addition and 

minimization operations can be modeled by the race logic 

strategy for more clearance (Fig. 1).  

Suppose that we have two signals (M and N) set to logic 

value '1' (inject a high signal) at different times. This time 

delay is representing the different values of these two signals. 

For example, consider that the signal M is set to '1' with a 

specific time delay (time delay = D1) that means the value of 

M is "D1" and the second signal is set after D2 second-time 

delay (time delay = D2) that mean N value is "D2". 

I. If we want to add these two values with each other, 

we can combine the circuit elements of M and N in 

series. That means the total propagation delay of the 

output results from adding "D1" with "D2". 

II. If we connect these two circuit elements to an OR 

gate, the signal that arrives first to OR gate emerges 

out of that. This structure is a Viewer of the 

minimization operator. Because both signals have  

 

 

Fig. 1: Computing with propagation delays: Delay-based 

proxy for the addition operator is a series connection, and 

the proxy for the min operator is the OR gate [23]. 

 

the '1' value and the signal which have less amount 

of delay, will arrive first to OR gate and make the 

output of this gate '1' earlier. 

III. For calculating the output value, we can place a 

counter at the end of our race logic design that serves 

as a decoder [23]. 

We can apply these delay-based computations to SW 

similarity matrix of LD calculation. So, the delay between the 

rising edge of the input signal in the lattice and its emergence 

at any element on the last row is the minimum score of the 

local alignment. 

3.2. Proposed Architecture 

Fig. 2 demonstrates our accelerated architecture. It 

includes some basic cells to easily implement the desired 

functionality and a routing network to access some predefined 

basic cells' output. More details about the different parts of 

our proposed architecture will be presented in the following: 

3.2.1. MEMRISTOR-element 

Memristors [36] are new two-terminal logical and 

scientific basis and fourth classical circuit elements like 

resistors, inductors, and capacitors. 

Memristors are changeable resistors that can be used for 

memory. In this case, the resistance will be stored as data. We 

can also use Memristive devices [37] in other applications 

such as logic and analogue circuits. 

We can refer to some points of using memristors instead 

of CMOS circuits in our race logic: 

I. With these devices, we can read and write data faster 

than CMOS circuits [38]. 

II. They are typically small devices. Hence, the CMOS 

circuits are usually bigger than the memristive-based 

circuits. 

III. Nonvolatility is the main feature of memristors and 

their compatibility with standard CMOS technology 

[39]. They are either ideal for FPGA-like 

applications. 

From above, we can conclude that memristive devices 

provide nonvolatile, dense, fast, and power efficiency to 

solving many major problems of the semiconductor devices. 
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Fig. 2: Accelerated architecture. 

 

Consider that we make a programmable design in which 

the user can set the corresponding delay of "match", 

"mismatch", and "gap" penalties. For example, when we 

know that the most nucleotide comparisons are Match, we can 

encode in how "match" delay has' 0' time delay, which 

ensures that large portions of our SW matrix are taken zero 

time to be explored. Different values for penalties help us to 

optimize the search time. 

3.2.2. Basic cells 

The schematic of our proposed cell is shown in Fig. 3. 

Accordingly, it includes three delay elements (DM, DI, DD) 

responsible for the mathematical operations of (1), 

respectively; a comparator/selector unit to compare the value 

of two nucleotides that are the inputs of each matrix cell and 

decides if Match or mismatch occurs, one local OR gate to 

implement the Min operation in (1), and one global OR gate 

to give us the flexibility of choosing output from different 

stages of the SW matrix. 

3.2.3. The comparator/selector unit 

This section includes several CMOS XNOR gates, and a 

memristor-based NAND gate to compare the "Ref" and Read" 

data. Also, the multiplexer controlled by the comparator 

stage's output defines the corresponding Match or mismatch 

penalty as its output. When the output value of the comparator 

becomes "0", this means the "Ref" data is equal to the "Read" 

data, and the proportional delay value for Match (which can 

be defined by the user in our design) goes out as output of the 

selector unit. The structure of our proposed 

comparator/selector unit is shown in Fig. 4. 

3.2.4. The delay element (DE) 

Delay elements are composed of: 

I. Three input wavefront, which is the representation 

of the input signals and are the results of the 

preceding DEs in grid 

II. Two corresponding nucleotides as input signals 

which have to be compared by the element 

III. Three input signals representing the (Match, 

Mismatch, Gap penalty) values 

IV. One output signal (global OR gate) which represent 

the output of the (1) (DP(i,i)) 

V. One output signal (local OR gate) which is designed 

to perform our desired flexible matrix output and 

used for local alignment. 

The propagated output wavefront of each DE is a delay 

signal considering the corresponding match, mismatch, and 

gap delay penalties. When the other DE's outputs or signal 

 

 

Fig. 3: Basic cell of our proposed design. 

 

 

Fig. 4: Comparator/selector unit. 

 

wavefront reaches an element, a delay is created based on the 

gap penalty specified for match/mismatch and gap penalty by 

propagating the signals through the memristors. The other 

advantage of our design is that it allows the user to program 

(i.e., dynamically set at runtime) the value of the Match, 

mismatch, and gap penalty based on the different applications 

and give the flexibility to use our approach in cases that 

merely require re-parameterization of the gap-penalties. The 

structure of our proposed delay element is shown in Fig. 5. It 

includes some delay elements to build different delays and a 

multiplexer to select the desired delay. As shown in Fig. 5, 

we have used memristors to implement the delay elements to 

reduce the area overhead. 

3.2.5. Local OR gate 

The local OR gate is used to make it possible to avoid 

unnecessary latency that is due to the variable input length. 

OR gate is a proxy for minimization operator, which emerges 

out the signal that arrives first at the gate. As shown in Fig. 6, 

to reduce the area overhead, we have used a memristor-based 

OR gate for this sake. 

3.2.6. Global OR gate 

The global OR gate is used to implement the 

minimization operation in (1). The structure of our proposed 

global OR gate is shown in Fig. 6. We have used a memristor-

based OR gate for this sake to reduce the area overhead. 
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Fig. 5: Delay element unit that includes some delay 

elements to build different delays and a multiplexer to select 

the desired delay. 

 

 

Fig. 6: Structure of memristor base OR gate in our design. 

 

3.2.7. The routing network 

Needleman and Wunsch [15] and Smith and Waterman 

[9] algorithms are well-known dynamic programming 

algorithms that lead to optimum global and local alignment 

of a read against the reference genome. A similarity matrix is 

filled in these approaches that have to find the local and global 

alignment score of reads against the corresponding reference 

sub-string [8]. Consider the practical scenario that read data 

has at most 150 base pairs (bp) for our comparison. Then we 

construct our similarity matrix with 131×131 dimension 

based on the BWA-MEM approach. We desire that the 

processing time of filling the similarity matrix kernel be 

independent of the read length but because of the fixed 

similarity matrix dimension, for shorter reads, we incur 

unnecessary latency. 

To avoid this unnecessary latency, we have to 

contemplate a method that can be flexible with different read 

lengths and get output ready from the desired dimensions of 

the similarity matrix. Therefore, we can omit the unnecessary 

latency, which is the reason for not traveling through the 

entire elements irrespective of their length. 

The original race logic design was demonstrated in 

simulation as an ASIC [14]. Even though this method has 

advantages in power consumption and substantial 

improvement in throughput in comparison of the state-of-the-

art systolic implementations, but it suffers from the following 

problems: 

I. The original race logic design uses conventional, 

complementary metal-oxide-semiconductor 

(CMOS) with size, power consumption, read and 

write time problems, and our approach. 

II. Traveling through the entire elements irrespective of 

their length with the fixed similarity matrix 

dimension design that incurs unnecessary latency for 

shorter read size. 

Our proposed accelerator is runtime-programmable for 

changing the input data size, which defines the size of the 

accelerator lattice. For this sake, we have used a nanowire-

based routing network which is inspired by the FPNI 

technique [30]. Field-programmable nanowire interconnect 

(FPNI) is a new hybrid structure with advantages that are 

mentioned below: 

I. high flexibility 

II. low fabrication cost 

By this technique, we can change the size of the 

accelerator lattice during the runtime according to the input 

data size. As shown in Fig.4, our proposed routing network 

includes some nanowires to access the output of some 

predefined basic cells and a selection unit controlled by the 

input data size to select the desired output. Each nanowire is 

connected through a "via" to the output of the local OR gate 

in the desired basic cell. 

4. RESULTS 

In this section, the simulation results of the proposed 

method will be compared with some well-known approaches. 

Performance of the mentioned methods is evaluated using 

several criteria such as area, delay, and power consumption. 

In Fig. 7, the numerical results of the proposed structure for 

delay parameter are compared with state-of-the-art systolic 

arrays and race logic design. In general, these are two of the 

best implementations of dynamic programming methods that 

achieve accuracy and speedup. Therefore, we compare our 

design to show the consummate performance of our work. 

More details about each of the evaluation criteria will be 

presented in the following. 

4.1. Area 

To compute the occupied area of the mentioned methods, 

we have used the transistor counting technique in 65nm 

technology. According to the presented results in Table 3, the  
 

Table 3: Occupied area of three methods in nm based on the 

transistor counting technique in 65nm technology 

Read Length Proposed Systolic Race logic 

1 8.51E+02 7.34E+04 9.18E+03 

2 3.40E+03 1.18E+05 2.09E+04 

4 1.36E+04 2.34E+05 7.31E+04 
 

 

Fig. 7: Latency of the proposed method compared to the 

state-of-the-art systolic array and race logic designs.
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4.2. Power Consumption 

occupied area of the proposed method is compared with two 

other methods, and the results show that we achieve up to 

10fold area improvement. 

4.3. Delay 

We need an electrical model of the nanowires, junctions, 

and CMOS components to calculate the delay of the proposed 

structure. For this sake, we have used the electrical model 

proposed in [40] for the FPNI structure. The electrical model 

for a simple circuit is shown in Fig. 8. Some of the model 

parameters such as closed junction resistance, the capacitance 

and resistance per unit length and geometry of the wires are 

also listed in Table 4 [40]. In this paper, we have used the 

HSpice tool to calculate the delay of the proposed structure. 

The presented results in Fig. 9 show how our design flaunts 

himself in case of fixed length matrix dimension 

implementation. 

Power consumption of the proposed structure is 

evaluated using the formula presented in [40]: 

2

dd

1
Dynamic power ANCV f

2
   (2) 

where A is the average 'activity' of a signal, N is the number 

of allocated nanowires, C is the capacitance of a single 

nanowire, Vdd is the supply voltage used by the CMOS, and f 

is the maximum clock frequency determined by timing 

analysis. To calculate the power consumption of the proposed  

 

Table 4: Experimental parameters for FPNI architecture 

[40] 

Parameter Description FPNI 30 nm 

Pnano Nanowire pitch 30 nm 

Wnano Nanowire width 15 nm 

Wpin Pin diameter 90 nm 

Wpinvar Pin size variation 20 nm 

Walign Alignment error 40 nm 

Wsep Pin/wire separation 15 nm 

Rclosed Closed junction resistance 24 K 

p On/off resistance ratio >200 

 Nanowire resistivity 8u cm 

 Nanowire length 7115 nm 

 Nanowire resistance 2.53 K 

 

structure, we have used the HSpice tool. According to the 

presented results in Fig. 10, we compare our design with 

systolic arrays and the race logic approach. Results show 

those designs are power-hungry compared to our memristor-

base design. 

5. CONCLUSION 

We present a new memristor-based SW matrix 

implementation that achieves more than six times speedup 

compared to the state-of-the-art race logic approach and 22 

 

 
(a)  

(b) 

 
(c) 

Fig. 8: (a) A signal with a fan-out of 2 (b) the implemented form by the nanowires (c) the electrical model [40]. 
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Fig. 9: Delay ratio of the proposed method, Systolic array, 

and race logic considering the fixed 131×131 SW matrix 

dimension in different read lengths. 

 

 

Fig. 10: Power consumption of our proposed design in 

comparison of Systolic arrays and race logic design. 

 

times speedup than the systolic arrays implementation. We 

show how our design gives this flexibility to get the matrix 

output depending on the different input dimensions without 

unnecessary latency. Our implementation achieves up to 600x 

speedup with considering the fixed 131×131 SW matrix 

dimension by testing different read lengths. We also achieved 

at least 10x improvements in area overhead and also 105x 

improvements in power. Furthermore, our approach can be 

more practical and optimum in presenting programmable 

penalty matches, which gives the initiative to change them 

based on the biological application. 
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Abstract: Wireless sensor networks (WSNs) consist of a large number of sensor nodes that allow users to accurately 

monitor a remote environment by aggregating the data from the individual nodes. These networks require robust and 

energy-efficient protocols that are improved reliability and lifetime of WSNs. Clustering of sensor nodes is an 

emerging paradigm for the energy-efficient approach to improve lifetime and the reliability of WSN by reducing energy 

consumption. In this paper, a new Energy-efficient weighted multi-level Clustering Protocol (EWCP) is proposed. Cluster 

heads (CHs) are selected based on the allotted weight to each sensor nodes. The weight includes the parameters of sensors 

such as density, residual energy, and distance to prolong the network's lifetime and increase its efficiency. Also, the cluster 

members are selected based on their distance to the selected CHs. The lifetime of EWCP is improved significantly to 

compare with the other protocols. This improvement is attributed to the fact that EWCP is energy-efficient in clustering 

protocol. 

Keywords: Wireless sensor networks (WSNs), clustering of WSNs, weight-based clustering. 
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1. INTRODUCTION 

In recent decades, remote sensing systems have taken 

into consideration in the academic and industrial community. 

The sensor is equipment to study the surrounding 

environment. They can sense the possible changes in the 

environment, detect events, and provide an appropriate output. 

Sensor nodes are the fundamental elements in Wireless 

Sensor Networks (WSNs) which constructed from transceiver, 

microcontroller and power sources [1]. The sensor nodes 

gather data from the environment and, the practical 

information can be taken from the sensors by extra process on 

data. Sensor network [2] include a massive number of sensors 

that are deployed and communicated wireless with each other. 

These networks consist of a huge number of nodes to 

aggregate and send data from an unaccessible environment to 

Base Station (BS) – which is called also sink. 

In most application of WSNs, especially when sensor 

nodes are deployed in inaccessible areas, sensor nodes have a 

non-rechargeable and non-replaceable battery. Hence, WSNs 

are constrained with a limited sensor nodes' energy capacity. 

In order to extend the lifetime, WSNs and efficient 

deployment of power sources, all aspects of the network 

should be designed accurately.  In this regards, routing 

protocols are crucial in WSNs [3]. Usually, routing protocols 

based on network structure are divided into two main groups: 

flat and hierarchical routing [4]. Here, the hierarchical routing 

protocols, also known as cluster-based routing. This 

technique is proved to be a smart solution to optimise energy 

consumption in WSNs, which can help these networks 

improve the lifetime and scalability of these networks. 

Generally, in clustering algorithms, the nodes split into 

various groups called clusters. These networks consist of 

three pillar components: 1. Clusters, 2. Cluster Heads (CHs) 

and 3. Base station (BS) [5]. 

The clustering algorithms provide an efficient and 

reliable routing between sensor nodes and BS [6]. The routing 

of clustering technique is as follows: first, all cluster members 

aggregate data from the environment and send them to their 

assigned cluster heads based on a given routing table. Then, 

CHs sent the data to the other CHs or BS using the shortest 

route. Hence, this routing strategy provides low bandwidth 

usage. The communication between cluster members and 

assigned CH called internal communication which can be a 

hybrid of single- or multi-hop communication protocol [1,7]. 

Also, the communication between CHs and BS called 

external communication. These communications, same as 
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internal communication, can be single- or multi-hop 

communication protocol. 

In the single-hop communication protocol, all nodes can 

send data directly to BS. This communication protocol causes 

some drawbacks, such as a large transmitting domain and 

high energy consumption during the transmitting. Therefore, 

due to the limited source of nodes' energy, the multi-hop 

communication can be considered a suitable alternative to 

address the single-hop communication drawbacks. In the 

multi-hop communication protocol, the transmitting domain 

of CHs is limited by sending data in several hops to reach BS. 

All these two communication protocols have an 

inevitable challenge of imbalanced energy consumption, 

resulting in problems such as the increased concentration of 

data transmission in part of the network and poor 

performance of the network lifetime. Clustering algorithms 

consider several criteria to control energy consumption 

WSNs. These criteria include energy, lifetime calculations, 

number of hops, distance from CHs, and control form, i.e., 

centralised or distributed control schemes [8]. Hence, the 

clustering algorithm is designed to solve problems such as 

minimising cluster size, CHs selection or re-selection, and 

operation and maintenance of clusters.  

In WSNs, CHs consume the highest energy consumption 

than other nodes due to their communication with the base 

station. The major drawback in existing clustering protocols 

is inefficient distributed CHs. The inefficient distributed CHs 

cause CHs are located near to each other or close to the edge 

of a network, or CHs are located in a spars area. When CHs 

are near each other, data transmission concentration in the 

area and the energy consumption is increased. In this situation, 

data traffic of CHs are heavy, and the risk of draining of  their 

energy is increased [9]. 

If CHs are located close to the edge of a network, the time 

of data transmitting is increased. Also, if CHs are located in a 

spars area, the data transmitting range of those CHs are 

increased. Thus, high data transmitting time and range lead to 

depleting the energy of nodes. 

To address these drawbacks, an optimal clustering 

protocol is proposed in this paper. The main focus of the 

proposed EWCP is to select optimal cluster heads by 

considering minimise the energy consumption and routing 

method together to enhance the lifetime of WSNs. In the 

proposed EWCP, the optimal CHs are selected based on the 

distance from BS, nodes' energy level, and network density. 

After that, the members for each cluster are chosen based on 

the distance between nodes and CHs. Moreover, the routing 

method based on hierarchical clustering protocol has more 

capability for scalability and communication. This method is 

adopted to design the proposed protocol. 

The remainder of this paper is organised as follows: An 

overview of related work on clustering protocol provides in 

section 2. The proposed protocol describes in section 3, which 

includes the energy dissipation model and network model 

applied in this paper. Section 4 discusses applying the 

proposed clustering protocol to the sample network and 

comparing the protocol with some other clustering protocols. 

Eventually, Section 5 explain concluding remarks.  

2. RELATED WORK 

In this section, we review some literature that proposed 

some clustering protocols to enhance the lifetime of WSNs 

by reducing energy consumption.  

The primary clustering protocol for WSNs is Low 

Energy Adaptive Clustering Hierarchy (LEACH) protocol 

proposed by Heinzelman and et al. in [10]. LEACH protocol 

selects and rotating CHs with the random number. This 

protocol is a distributed scheme design. Since decisions on, it 

is still plausible that sensor nodes with low residual energy 

are selected as CHs.  LEACH protocol impossible to ensure 

that cluster heads are distributed optimally over the network. 

A various number of the enhanced model of LEACH have 

been proposed, e.g., HEED [11], TEEN [12] and PEGASIS 

[13], to overcome mentioned issues. The aim of the proposed 

Distributed Weight-based Energy-efficient Hierarchical 

Clustering (DWEHC) protocol in [14] is to develop Hybrid 

Energy Efficient (HEED) protocol by constructing clusters 

with balanced size and optimising the topology of clusters. 

The weight is a locally calculated parameter used as a 

criterion in CH election and is defined using (1). 

 
 

 


  6

residual s

weight s
uinitial s

E R d
W

E R
 

(1) 

where, ( )
residual

E s  and ( )
initial

E s are residual and initial 

energy levels in sensor node s, respectively. R is the cluster 

range, and d is the distance from node s to neighbouring node 

u. Therefore, this protocol is not appropriate for a network 

with a large area because of its enormous energy consumption. 
A decentralised energy-efficient hierarchical cluster-based 

routing protocol that enhances the network's lifetime by 

protocol comprising a multi-criterion clustering algorithm is 

proposed in [15]. The protocol contains an Energy-Aware 

Distributed Clustering EADC algorithm is presented in [16], 

which can be applied in WSNs with non-uniform node 

distribution. The protocol includes an energy-aware 

clustering algorithm and a cluster-based routing algorithm. 

The whole process is divided into three phases: information 

collection phase, cluster head competition phase, and cluster 

formation phase. The protocol initially selects fixed CHs 

using two weights, including energy and distance to the other 

nodes. Tang, Chengpei, et al. [17] proposed a collaborative 

weighted clustering algorithm (CWCA) weighted clustering 

protocol. It used in monitoring the oil pipeline. In this method, 

the weight of the nodes is assigned by four factors, i.e., degree, 

Euclidean distance, mobility, and a lifetime of nodes. The 

weights of nodes are expressed by (2): 

𝑤𝑒𝑖𝑔ℎ𝑡(𝑖) = 𝛼1 × 𝐷𝑖 + 𝛼2 × 𝑃𝑖 + 𝛼3 × 𝑀𝑖 + 𝛼4 × 𝑇𝑖   (2) 

Consequently, in this equation, the sum of coefficients is 

one (i.e., 𝛼1 + 𝛼2 + 𝛼3 + 𝛼4 = 1) and in the static network 

without mobility, 𝑀𝑖 is assumed zero. 

In clustering iterations, this protocol requires a large 

amount of control overhead compared to the other protocols. 

The main challenge in clustering algorithms is selecting the 

optimal CHs. Thus, the computation of selecting the CHs in 

the large-scale networks is heavy by classical analyses, and it 

grows exponentially. For example, we need to assess 2N-1 

states to choose optimal CHs for N nodes. We can conclude 

that this mentioned problem is a Nondeterministic 
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Polynomial NP-hard [18]. Furthermore, to reach the optimal 

CHs the optimisation methods should search over a vast space. 

Due to vast space this problem becomes infeasible. Thus, the 

efficient solutions in dealing with selecting clusters and 

cluster members is heuristic optimisation algorithms. 

Genetic Algorithm-based Optimized Clustering protocol 

(GAOC) is proposed in [19-20]. The selection of CHs is made 

by the genetic algorithm (GA), which the fitness function 

formulates by integrating residual energy, distance to the BS, 

and node density. Shuffled frog leaping algorithm (SFLA) 

proposed in [21] to select CH, which reduced energy 

consumption. Ant Colony Optimizer (ACO) used in ACO 

Optimized Self-Organized Tree-Based Energy Balance 

(AOSTEB) to discovers an efficient route during intra-cluster 

communication [22]. Evolutionary game is used to formulate 

the clustering machine-type devices [23]. This model 

decreases the number of redundant bits transmitted to the BS 

in order to decrease the transmission power. AOSTEB 

operates in three phases: cluster-formation, multi-path 

creation, and data transmission. The desired number of sensor 

nodes is a candidate as cluster heads (CHs) during cluster-

formation, and the remaining sensor nodes join the nearest 

CHs to create a cluster. The optimised route is selected by 

using the ACO to consider the shortest distance and less 

energy consumption to initiate the data exchange process 

within the cluster. In the literature [24], to reduce the energy 

consumption of the sensor nodes, used ARSH-FATI 

algorithm, a metaheuristic algorithm to select CHs (ARSH-

FATI-CHS). Particle Swarm Optimization (PSO) algorithm 

implemented at the BS as a centralised method [25]. In this 

algorithm, both distance and energy consider as multi-

objective function. The objective is to minimise the average 

Euclidean distance between the cluster members and their 

assigned CHs and the proportion of the total energy 

consumption of the entire nodes to the total energy sum of the 

CH candidates. P. C. Srinivasa Rao et al. [26] proposed the 

cluster heads election by PSO algorithms, which is named 

PSO-ECHS. In this method, the parameters like intra-cluster 

distance, distance from the sink and residual energy of sensor 

nodes are considered, so by these parameters, the particles of 

algorithms are coded. After CHs selection, the clusters are 

formed, and the members of every cluster should be elected. 

In CH formation, (3) express the weight assigned to every 

node, and the nodes with the highest weight are jointed to the 

CH. 

𝐶𝐻𝑤𝑒𝑖𝑔ℎ𝑡(𝑠𝑖,𝐶𝐻𝑗)

=
𝐸𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙(𝐶𝐻𝑗)

𝑑𝑖𝑠(𝑠𝑖 , 𝐶𝐻𝑗) × 𝑑𝑖𝑠(𝐶𝐻𝑗 , 𝐵𝑆) × 𝑛𝑜𝑑𝑒_𝑑𝑒𝑔𝑟𝑒𝑒(𝐶𝐻𝑗)
 

(3) 

In this section, a review of popular clustering protocols 

in WSNs is presented, and the advantages and disadvantages 

of each protocol are studied. This paper focuses on using 

these advantages and addressing some of the aforementioned 

disadvantages of these protocols. Consequently, the 

prominent objective of the proposed protocol, i.e., EWCP, is 

to minimise the network's energy consumption and prolong 

the network lifetime simultaneously. 

3. PROPOSED METHOD 

In this section, we explain our clustering method for 

WSN. The main drawbacks of clustering the WSN are 

selecting CHs and maximising the network coverage. Before 

we dive into the details of EWCP, we briefly present the 

energy model in sub-section 3.1 and the network model, 

which is adjusted for this protocol in sub-section 3.2. 

3.1.  Model of Dissipated Energy in One Sensor Node 

In this paper, the one node's energy consumption model 

including dissipated energy in transmitter and receiver of data 

and control packets. The energy dissipation applied for 

EWCP is model in [27]. Equations (4) and (5) present energy 

dissipation in the transmitter and receiver, respectively. 

𝐸𝑇𝑥(𝑙, 𝑑) = 𝑙𝐸𝑒𝑙𝑒𝑐 + 𝑙 𝑒𝑎𝑚𝑝𝑑𝑛 (4) 

𝐸𝑅𝑥(𝑙, 𝑑) = 𝑙𝐸𝑒𝑙𝑒𝑐   (5) 

where, 

𝐸𝑒𝑙𝑒𝑐𝑡 Present the consumption of energy to run the 

electronic circuit of transmitter /receiver one bit 

of data. 

𝑒𝑎𝑚𝑝 Present the consumption of energy to run the 

radio amplifier of the transmitting node to 

transmit one bit of data. 

𝑙 Present data package length 

𝑑 Present distance between the transmitter and 

receiver 

𝑛 n sets to 2 and 4 for free space and multi-path 

fading channel models, respectively. 

The selection of energy model between free space model 

and multi-path fading is made according to the distance 

threshold value, i.e., 𝑑0 . In this paper, we assume the 

threshold to be 87.7 throughout simulations. Therefore, 

considering the threshold energy consumption model for both 

free space and multi-path fading channel models is presented 

by (6).  

{
𝐸𝑡 = 𝑙𝐸𝑒𝑙𝑒𝑐 + 𝑙𝜀𝑒𝑚𝑝𝑑4 + 𝑙𝐸𝐷𝐴              𝑖𝑓  𝑑 > 𝑑0

𝐸𝑡 = 𝑙𝐸𝑒𝑙𝑒𝑐 + 𝑙𝜀𝑓𝑠𝑑2 + 𝑙𝐸𝐷𝐴              𝑖𝑓  𝑑 ≤ 𝑑0

 (6) 

where, 𝐸𝐷𝐴 is the energy consumption to aggregate data. The 

above energy model use for one sensor node. 

3.2.  Network Model 

The network model with an area of m×m considered in 

this protocol includes N sensors distributed randomly in the 

area and know its location.  These sensor nodes include a 

source of energy that is not rechargeable, and the range of the 

monitoring and communicating is similar and identical. BS is 

aware of the positions, energy levels and IDs of all nodes in 

the network. 

The network is split into several layers with a fixed radius, 

and BS is located at a fixed point. Nodes are uniformly 

dispersed across the layered network. The network considers 

as a homogenous network which is shown in Fig. 1. All nodes 

have similar initial energy and sensing range as same as 

processing properties. 

Fig. 1 is a sample of a 50×50 square network's model 

with 100 nodes dispersed randomly. The BS node is located 

at the coordinate of (50,25), and the network is divided into 

six layers. The nodes shown by × are located in the first layer, 

and similarly, the nodes are shown by +, □, ◊ and * are located 

in the second, third, fourth, fifth and sixth layers, respectively. 
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Fig. 1: Network's model with layer and random node 

distributed. 

Once the nodes are distributed over the network, every 

node finds its neighbouring (the nodes located in its 

communication radius) by sending a controlling massage. 

Next, each node creates an information table of its 

neighbouring nodes, including their residual energy 

information, associated weight and ID numbers, and saves the 

table in its memory.  

In EWCP, a weight is assigned in every node, which is 

explained by (7).  

.nodeweight E distance D         (7) 

In (7), E and distance represent the residual energy of 

node and normalised Euclidean, which is calculated by (8), 

respectively. D present the density of a node which is 

calculated using (9). Moreover, α, β, and δ are dynamic 

coefficients, which dynamically change by the number of 

rounds in EWCP and can be calculated using (10) to (12). 

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒

=
(𝑚𝑎𝑥 _𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒_𝑡𝑜_𝐵𝑆) − (𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒_𝐶𝐻_𝑡𝑜_𝐵𝑆)

(𝑚𝑎𝑥 _𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒_𝑡𝑜_𝐵𝑆) − (𝑚𝑎𝑥 _𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒_𝑡𝑜_𝐵𝑆)
 

 

   (8) 

       

         

the number of neighboring CH
D

the number of all alive nodes


 
(9) 

0.3333 1
r

rmax


  
     

    
(10) 

0.3333

1
r

rmax

 


 

(11) 

1      (12) 

The EWCP operation is split into various iterations, and 

r represents the current iteration. The maximum possible 

iteration for the protocol is represented by rmax parameter. 

The parameter α is an energy coefficient. It grows by the 

increasing number of rounds, hence in the later rounds, the 

nodes with high residual energy level have larger weight. The 

parameter β is the distance coefficient, and it declines with 

the increasing number of rounds, hence in the later rounds, 

the impact of this parameter drops. The parameter δ is a 

density coefficient, and its values stay approximately constant 

in each round. This coefficient is directly proportional to the 

sum of coefficients α and β. Since these coefficients are 

varying in opposite directions, their total sum stays 

approximately constant in each round.  

Three parameters of residual energy, distance and 

density are combined to assign a weight to each sensor node. 

We note that CHs consume more energy compared with 

cluster members. Hence, a node with a higher residual energy 

level is appropriate to become a CH. The residual energy level 

of the nodes is high at the beginning rounds, whereas it 

becomes marginal in the later rounds. Hence, it is important 

to increase the effect of residual energy in later rounds 

compared to the beginning rounds. This trend is reflected in 

the dynamic values of coefficient α. Another effective 

parameter in improving the lifetime of WSNs is the distance 

to BS. The less distance to BS, the less energy consumption 

is required to transmit data to BS. Thus, in the energy 

dissipation model, i.e., (6), if the distance is less than the 

threshold distance, the free space model (d2 power loss) is 

used. The impact of this parameter on the node's weights in 

EWCP is assumed in the opposite direction of residual energy. 

At the beginning rounds, the distance coefficient is deemed 

to be more important than energy residual in the beginning 

rounds in order to optimise energy consumption.  However, 

when we approach the final rounds, the energy level of nodes 

becomes marginal, and the impact of this parameter is 

reduced; hence, energy residual becomes more important. 

The last parameter included in the calculation of weight 

factors is density. Generally, to balance the data transmission 

and reduce the collision, more CHs should be allocated in the 

specific area in which nodes are concentrated. This allocation 

leads to reduce consumed energy and improves WSN lifetime. 

The impact of the density factor is assumed to be constant in 

the protocol. Fig. 2 present a schematic overview of the 

EWCP set-up.  

In the first step, the nodes whose energy is less than the 

given threshold, called dead nodes, are removed from the 

network. The given threshold in this paper is assumed zero. 

The weight of all the live nodes is calculated using (7). The 

remain nodes exchange control message which contains their 

weight information. Then, based on candidates using a 

distributed cluster head selection, the node selects a number 

of CH. This selection is made using a multi-layer set-up 

according to the distance between nodes and BS.  The nodes 

can decide to select their own CH autonomously. The 

conditions of this selection are listed below: 

 The distance of CH candidates to BS must be larger than 

a given threshold distance calculated by the 

communication radius of nodes. Hence, this condition 

distributes CHs and improve network coverage. 

 The CH weight, i.e., (7), must be larger than its 

neighbouring nodes' average weights. This condition 

balances the total energy consumption of the network. 

Next step is to inform the nodes in each layer of the 

number of CH candidates. In this way, the CH candidates 

broadcast a control massage (CH-msg) to their neighbours. 

To have full coverage in each layer, we select one-third of the 

some nodes are selected as CH candidates from remain nodes 

existing in the layer to achieve a third of the nodes. In this 
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Fig. 2: An overview of EWCP. 

situation, the non-candidate nodes with the top highest weight 

among the nodes are selected as CH candidates. After the 

candidates are selected, these nodes send a second control 

message to BS to report their new status, and BS saves the ID 

number and location information of each node. The algorithm 

of selecting CH candidates in EWCP is illustrated in 

Algorithm 1. 

In the next step, BS selects appropriate CHs by Particle 

Swarm Optimisation (PSO) algorithm. In this regards, the 

selected CH candidates as an initial swarm and their location, 

transfer communication radius and assigned ID numbers to 

the PSO algorithm. The fitness value of every particle is 

calculated using (13).  

 

(13) 

The fitness function in (13) is a minimisation problem,  

 

and the objective is to maximise the network coverage with a 

minimal number of nodes as CHs. In this formula, the square 

value used for network coverage indicates the importance of 

this parameter compared with the number of nodes. We have 

applied the "grid base" method [28] in order to calculate the 

network coverage. Once the fitness value of each particle is 

calculated, PSO updates the position and velocity of particles, 

and this process continues until a termination criterion is 

achieved. Once the optimum set of CHs is identified, BS 

sends a control message (Cluster-head-elect) to the selected 

CH and inform them of their new role. Next, the selected CHs 

exchange control message with their neighbour nodes and this 

control massage contains their new role. Thus, the nodes in 

each layer can identify their CH. If no CH exists in a given 

layer, the sensor node with the largest weight is selected as a 

cluster head in the layer.  

Afterwards, clusters are constructed from optimal cluster 

heads and their cluster members. The cluster members sense 

data from the environment and send them to their assigned  

 

 
2

fitness function= min 1  network coverage

the number of selected CH
                                                 

the number of candidate CH
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Algorithm 1: Select Candidate of CH in EWCP 

1: Input all WSN nodes 

2: Calculate node's weight using  (7) 

3: For each 𝑗 𝜖 {1,2, … , 𝑙𝑎𝑦𝑒𝑟} do 

4:    For each 𝑖 𝜖 {1,2, … , 𝑛𝑜𝑑𝑒} in 𝑗 do 

6:      Receive energy, node number and weight of neighbour  

7:      If  𝑖 ! = 𝐶𝐻 then 

8:        If  number of CHs <=  
number of live node in layer

3
 then 

9:           If node weight > average of neighbour node's weigth then 

10:                 𝑖 = 𝐶𝐻 

11:                 If  distance among CHs < node's radious then 

12:                      Counter_CHs=Counter_CHs+1 

13:                 end if 

13:        Else 

14:                 max nodes weight in layer =  CH 

15:                 Counter_CHs=Counter_CHs+1 

16:         end if 

17:        end if 

18:      end if   

19:     end for 

20: end for 

21: Select CHs Candidate 

Algorithm 1: Select Candidate of CH in EWCP. 

 

 
Fig. 3: A data transmitting across the fourth-layered 

network. 

cluster heads. CHs aggregate data and transmit them further 

to the BS using multi-hop communication. Transmitting data 

from CH to BS is done in such a way that each CH sends data 

to the CH in a lower layer until data packages reach the base 

station. Fig. 3 depicts data transmitting across the fourth-

layered network. 

As shown in Fig.3, when there is no CH in the third layer, 

the CH in the fourth layer transmits data to BS via the CH in 

the second layer and hop over the third layer. When all nodes 

are dead, the situation is mainly valid in the final iteration. In 

this situation, data packages are transferred to the lower 

available layers, which encompass live CH. 

Once the data package is transferred to BS, the assigned 

weight of CH is reduced, based on (14). 

1

_
r r

cluster count
weight weight

rmax
 

 
(14) 

where 𝑐𝑙𝑢𝑠𝑡𝑒𝑟_𝑐𝑜𝑢𝑛𝑡  is the number of times the node has 

been a CH. 𝑟𝑚𝑎𝑥 is the maximum number of rounds, and 

𝑤𝑒𝑖𝑔ℎ𝑡𝑟−1 is the weight of the node in the previous round. 

The reduced weight of each node is directly proportional to 

the number of times it has taken the CH role. The reduction 

of node's weight decreases the possibility of nodes being 

selected as CH in the next round. It gives a chance to the other 

nodes to be selected as CH, and consequently, the load is 

evenly divided among nodes. 

3.3. Model of Total Dissipated Energy in a Layered 

Network 

Total energy consumption in the network includes four 

elements as follows: 

 Energy consumption for intra-cluster data 

transmission 

 Energy consumption for inter-cluster data 

transmission 

 Energy consumption for intra-cluster and inter-

cluster transmitting the control packages 

 Total energy consumption for receiving data and 

control packages. 

The total energy consumption is presented by (15). 

𝐸𝑡𝑜𝑡𝑎𝑙

= ∑
𝐸𝑇𝑋𝑖𝑛𝑛𝑒𝑟(𝑘𝑖 , 𝑑𝑖 , 𝑁𝑖) + 𝐸𝑇𝑋𝑢𝑡𝑡𝑒𝑟(𝑘𝑖 , 𝐷𝑖 , 𝑁𝑖)

+𝐸𝑇𝑋𝑐𝑜𝑛𝑡𝑟𝑜𝑙(𝑘𝑖 , 𝑑𝑖 , 𝑑𝑖𝑠𝑖 , 𝑁𝑖) + 𝐸𝑅𝑋(𝑘𝑖 , 𝑁𝑖)

𝑀

𝑖=1

 

(15

) 

where intra-cluster communication is single-hop and inter-

cluster communication is multi-hop. In inter-cluster 

communication, CHs route data destination for the BS 

through intermediate CHs. Thus, intermediate CHs can act as 

routers for other CHs' data. Energy consumption is reduced 

by using multi-hop communication among CHs. Therefore, 

this protocol helps CHs to save their energy and enhances 

their lifetime. Moreover, we should add the energy 

consumption of transmitting/receiving control packages. 

If we assume the quantity of transmitted bit data for all 

nodes identically, the total energy consumption of intra-

cluster data transmitting is illustrated by (16). 

𝐸𝑇𝑋𝑖𝑛𝑛𝑒𝑟(𝑘𝑖 , 𝑑𝑖 , 𝑁𝑖) = 𝑘 ∑[(𝑁𝑖 − 1)(𝐸𝑒𝑙𝑒𝑐𝑡 + 𝑒𝑓𝑠𝑑𝑖
2)]

𝑀

𝑖=1

 (16) 

where, 

𝑀 Represent the number of clusters 

𝑑𝑖 Represent the distance of nodes in ith cluster  

and their assigned CH 

𝐷𝑖 Represent the distance of ith CH from (i-1) 

CH or BS 

𝑁𝑖 Represent the number of nodes in ith cluster 

𝑘𝑖 Represent the length of transmitted bit data 

𝑑𝑖𝑠𝑖 Represent distance between ith CH and BS 

 

Considering the assumptions of (16), in (15), the inter-

cluster transmitting energy consumption can be presented 

using (17).  

𝐸𝑇𝑋𝑢𝑡𝑡𝑒𝑟(𝑘𝑖 , 𝐷𝑖 , 𝑁𝑖) = 𝑘 ∑[(𝑁𝑖)(𝐸𝑒𝑙𝑒𝑐𝑡 + 𝑒𝑚𝑝𝐷𝑖
2)]

𝑀

𝑖=1

 (17) 

The energy for transmitting control packets is illustrated 

by (18). 

𝐸𝑇𝑋𝑐𝑜𝑛𝑡𝑟𝑜𝑙(𝑘𝑖 , 𝑑𝑖 , 𝑑𝑖𝑠𝑖 , 𝑁𝑖) = 𝑘 ∑[(𝑁𝑖)(𝐸𝑒𝑙𝑒𝑐𝑡 + 𝑒𝑚𝑝𝑑𝑖𝑠𝑖
2)]

𝑀

𝑖=1

 (18)  
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                                                 +𝑘 ∑[(𝑁𝑖 − 1)(𝐸𝑒𝑙𝑒𝑐𝑡 + 𝑒𝑓𝑠𝑑𝑖
2)]

𝑀

𝑖=1

 

Finally, total energy consumption for total receiving 

packets in the layered network is expressed in (19) 

𝐸𝑅𝑋(𝑘𝑖 , 𝑁𝑖) = 𝑘𝐸𝑒𝑙𝑒𝑐𝑡 ∑[(𝑁𝑖 − 1) + ∑ 𝑁𝑗

𝑀

𝑗=𝑖+1

]

𝑀

𝑖=1

 (19) 

4. RESULT AND ANALYSIS 

This section investigates the impact of EWCP on the 

reduction of energy consumption of WSNs. The results of 

EWCP is compared with other clustering protocols 

concerning energy consumption, lifetime and coverage of the 

network. Two examples are introduced to perform the 

comparison. These examples are determined according to the 

network model, networks' parameters, and node number. The 

network model and layers are configured around BS, as 

shown in Fig. 3.  

4.1. First Example 

In the first example, network with a 200-nodes which 

distributed randomly across a 200m × 200m network. The 

initial energy of 0.5 J is assumed. Implementation of 

clustering is iterated until all sensor nodes are dead (network's 

lifetime). The nodes communicate to their CHs using single-

hop in all rounds of simulation. Also, CH communicates with 

the BS by multi-hop communication through network layers. 

The BS location is (100,250). The node's radius (Rsensing) and 

communication radius (Rcommunicatio) equals 25 m and 50 m, 

respectively. The parameters of the applied energy 

consumption model are shown in Table 1. In addition, Table 

2 reports the PSO tuned parameters. 

The selected benchmark clustering protocols for 

comparison in the first example are GCA [29], SCP [30] and 

UCIFA [31]. Besides these clustering protocols, the research 

conducted in Mirsadeghi et al. [32] (Mir) is selected as an 

additional benchmark since a similar example is analysed in 

this research work. 

4.1.1 Energy consumption comparison 

Network coverage is an effective factor in network 

energy consumption. So, the rate of network coverage for 

various clustering protocols are compared in Fig. 4. 

As shown in Fig. 4, EWCP has relatively high coverage 

among other protocols. However, GCA has a higher coverage 

rate, but the other factors must be considered in comparing 

protocols. 

Another factor that impacts the network lifetime is the 

number of orphan nodes. Orphan nodes cannot communicate 

with any CH or BS. Therefore, they waste their energy due to 

aggregate information cannot send to BS. If the network 

coverage is efficient, the number of orphan nodes will be 

reduced significantly. If the number of orphan nodes is 

declined, the network can save energy consumption. The 

number of orphan nodes for different clustering protocols is 

compared in Table 3. On the other hand, the average number 

of CHs is another vital factor in evaluating the energy 

consumption of WSNs. The high number of CHs indicate 

high energy consumption. Furthermore, this factor is shown 

in Table 3 as well. 

Table 1: Parameters of the network 

Parameters Value 

𝑬𝒆𝒍𝒆𝒄 50𝑛𝐽 𝑏𝑖𝑡⁄  

𝑬𝑫𝑨 5𝑛𝐽 𝑏𝑖𝑡⁄ /𝑠𝑖𝑔𝑛𝑎𝑙 
𝜺𝒆𝒎𝒑 0.0013𝑝𝐽 𝑏𝑖𝑡⁄ /𝑚4 

𝜺𝒇𝒔 10𝑝𝐽 𝑏𝑖𝑡⁄ /𝑚2 

𝒅𝟎 87𝑚 

𝒍 2000𝑏𝑖𝑡𝑠 

 

Table 2: PSO Parameters 

Parameters Tuned value 

Particles 40 

Iterations 200 

Inertia weight (W) 0.7298 

Learning factor 1 (C1) 1.4962 

Learning factor 2 (C2) 1.4962 

 

 

Fig. 4: Coverage rate of different clustering protocols. 

 

Table 3: Orphan node rate 

Method 
Orphan node 

rate 

Average number of 

CHs 

EWCP 0.9 18 

Mir 0.00038 37 

UCFIA 9.1 8 

SCP 8 15 

GCA 1.5 83 

Table 3 depicts EWCP has an approximately lower 

orphan node rate than the other protocols. Mir protocol has a 

moderately lower orphan node rate than EWCP; however, 

EWCP has a higher coverage rate than Mir protocol. 

Moreover, GCA has a higher orphan node rate than EWCP.  

According to Table 3, it noted that GCA has the highest 

coverage rate with a high number of  CHs at each round. Thus, 

the energy consumption of GCA is increased and cannot be 

considered an effective energy efficient protocol. Also, 

EWCP improves the energy consumption and provides a 

proper number of CHs considering its coverage rate and 

orphan node rate of the network. 

The graph of Fig. 5 presents the comparison of the energy 

consumption of various clustering protocols in 100 iterations. 

EWCP has the lowest energy consumption in comparison 

with the other clustering protocols, which is due to its 

superiority of practical aspects in energy consumption, i.e., 

parameters considered in node weight presented in (7).  
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Fig. 5: Energy consumed in 100 iteration 

 

Decreasing energy consumption impact WSN lifetime. 

Hence, it is expected that the network lifetime is extended by 

decreasing the energy consumption of the proposed method. 

The lifetime of different protocols compare based on three 

criteria which are explained as follows: 

 First Node Dies (FND): shows the number of 

iterations before the first sensor node dies 

 Half Nodes Die (HND): indicates the number of 

iterations when half of the sensor nodes dies. 

 Last Node Dies (LND): shows the number of 

iterations when the last sensor node dies. 

4.1.2 Lifetime comparison 

In Table 4, all lifetime criteria, i.e., FND, HND, and LND 

values, compare with various protocols. This table shows that 

EWCP exhibits a better choice in term of energy-efficient 

than the other considered protocols. It is obvious in FND and 

HND criteria. 

Fig. 6 present the number of live nodes in each iteration. 

Based on this figure, EWCP has high live nodes in various 

iterations in comparison with the other clustering protocols, 

and it advocates the prior results. It is noted that Mir protocol 

has more live nodes around iteration 2500; but, EWCP has a 

longer lifetime than Mir protocol. Thus, it obvious that 

EWCP has efficient energy consumption over the other 

protocols. 

4.2. Second Example 

In this example, we use another method-CWCA [17], for 

comparing the proposed method. Based on [17], the 

coefficients of weight in CWCA are assumed to be as (20): 

𝛼1 = 0.2 , 𝛼2 = 0.2 , 𝛼3 = 0.3, 𝛼4 = 0.1 (20) 

In this example, we consider the network with 100m × 

100m, where 100 nodes randomly distributed over the 

network with 0.5 J initial energy. The other parameters of the 

network are explained in Table 5. The nodes send collected 

data to CHs using single-hop, and CHs send aggregated data 

further between layers to BS using multi-hop. 

The other parameters of the network, such as energy 

parameters and the tuned parameters of the PSO algorithm, 

are the same as the previous example, i.e., Tables 1 and 2. 

 

 

Fig 6: Lifetime of network. 

 

Table 4: Lifetime criteria of WSN 

Method FND HND LND 

EWCP 933 1811 3242 

Mir 122 1118 3077 

UCFIA 70 661 2980 

SCP 51 554 2609 

GCA 61 496 1919 

 

Table 5: Parameters of the network in the second example 

Parameters Value 

𝐑𝐚𝐧𝐠𝐞 𝐨𝐟 𝐬𝐞𝐧𝐬𝐢𝐧𝐠 15 m 

𝐁𝐚𝐬𝐞 𝐬𝐭𝐚𝐭𝐢𝐨𝐧 𝐥𝐨𝐜𝐚𝐭𝐢𝐨𝐧 150 × 50 

𝐑𝐚𝐧𝐠𝐞 𝐨𝐟 𝐬𝐞𝐧𝐝𝐢𝐧𝐠 20 m 

𝐥𝐞𝐧𝐠𝐡 𝐨𝐟 𝐩𝐚𝐜𝐤𝐞𝐭 500 bits 

 

4.1.3 Comparison of lifetime 

This subsection compares the lifetime of the proposed 

method (EWCP) with CWCA method [17] to equating. In this 

respect, the parameters of the lifetimes such as FND, HND 

and LND are shown in Table 6. Moreover, the average 

number of CHs and the number of packets received to BS are 

included in the Table 6. 

As seen in Table 6, the parameters of FND and HND are 

higher in EWCP than CWCA. However, LND parameters are 

lower than CWCA, and this is related to the fact that the 

number of packets that received to BS is higher in EWCP than 

CWCA, but CHs are approximately similar in two methods, 

so the impact of this parameter cannot be pronounced 

indifference of lifetime parameters.  The number of live nodes 

in each iteration is shown in Fig. 7 in both methods. As shown, 

in most of the iterations, the number of live nodes is 

dominated in EWCP over CWCA. However, since the 

sending packets to BS are more in EWCP, the lifetime of this 

method is lower, and nodes die earlier, but the difference is 

not very significant. 

5. CONCLUSION 

The energy capacity of WSNs is limited, so designing an 

effective and scalable routing protocol is necessary to 

improve the network performance and lifetime. Clustering 

protocols are considered an effective technique to reduce 

energy consumption and improve the lifetime of WSNs. 

This paper has proposed EWCP as a new energy- 
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Table 6: Lifetime criteria of WSN in the second example 

Method FND HND LND 
Packets 

to BS 

Average 

number of 

CHs 

EWCP 1237 4384 5766 68147 11 

CWCA 641 3927 6028 63547 10 

 

 

Fig. 7: Lifetime of the network in the second example 

efficient clustering protocol. EWCP find the optimal CHs by 

PSO and find the cluster members of each CH. According to 

their residual energy level, a proper candidate for CHs is 

passing into the PSO algorithm, distance to BS, and network 

density. PSO aims to minimise energy consumption, 

minimise the number of orphan nodes and maximise coverage. 

Therefore, this method achieves 81% coverage rate and a 

under 1% orphan node rate. Moreover, the lifetime of the 

network is enhanced by 5% approximately. 

The EWCP compared with state-of-the-art clustering 

protocols based performance. EWCP have better 

performance than the other protocols in orphan nodes, 

network lifetime, and energy efficiency. The simulation 

results advocate these claims. It is concluded that selecting 

CHs and cluster members by considering the energy-efficient 

parameters has a vital enhancement in increasing the 

performance of the proposed protocol. 
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Abstract: This work proposes a new model for dynamic behavior of hydro-electric turbines on the basis of inlet 

mechanical power with different loads together with reactions of wicket gates and governor during load rejection. Then, 

practical experiments are investigated, and their results are compared with simulated results developed in SIMULINK. 

The results show that proposed modeling satisfies practical behavior of real systems. 
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1. INTRODUCTION 

Hydroelectric plants demonstrate particular behaviors 

during power generation due to their physical construction. 

Sudden changes in the load are an example of situations that 

may influence plant parameters. Hence, the load rejection test 

is prevalent to investigate the reaction of turbine-generator 

combination reaction, which examines the robustness of plant 

units. However, the results may differ based on the percent of 

nominal power delivered by the hydroelectric unit before the 

load rejection test. Turbine speed, wicket gate position, 

pressure head in the spiral case, and so on are generally 

investigated during the load rejection process. Regarding 

these quantities, the governor design and parameters are to be 

attended. In [1], the results of the simulation indicate that the 

higher the power level, the greater the disturbance caused by 

the load rejection. The nuclear power plant operating with full 

load is necessary to be equipped with the protection system 

for load rejection. In practice, load rejection may occur in 

special cases, such as short circuits in network. In [2], an 

experimental study has been conducted to estimate 

synchronous generator parameters through a sudden short 

circuit in the laboratory. 

In [3], a complete analysis is investigated with a focus on 

the electrical aspects of load rejection and the variations of 

generator voltages and currents. Also, transient processes of 

load rejection caused by different accident conditions and 

elaborating the characteristics of different types of load 

rejection are studied in [4] in which a numerical simulation 

method of different types of load rejection is then established. 

Amazing models for load rejection of thermal power 

plants, which helped and guided us through this work, are 

applied in [5]. Paper [6] presents a nonlinear mathematical 

model of the Francis turbine in a hydropower plant evaluated 

by full-scale field tests involving steady and transient 

operations that use a conventional turbine model developed 

by IEEE [7]. Besides several field tests have globally been 

performed although most of them may not be released to the 

public, such as [8] and [9].  

Regarding these strong researches and other works such 

as [10-14], our study numerically evaluates turbine behavior 

in which mechanical aspects are considered with a newly 

developed model processed in SIMULINK®. 

Section 2 reviews the theory of modeling according to 

[15], which is a famous reference. In Section 3, the 

experimental results of mechanical parameters related to the 

Masjed-Soleiman hydropower plant are presented. The new 

model is developed and the results are presented in Section 4. 
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In Section 5, the results are applied to regression and 

formulation. Finally, some conclusions are made in Section 6. 

2. MODELING 

When there is an unbalance between the torques acting 

on a rotor, the net torque causing acceleration is 

𝑇𝑎 = 𝑇𝑚 − 𝑇𝑒 (1) 

in which 𝑇𝑒 , 𝑇𝑎 , and 𝑇𝑚  are the electromagnetic torque, 

accelerating torque, and mechanical torque, respectively. In 

(1),  𝑇𝑒  and 𝑇𝑚  are positive for a generator, and the prime 

mover is accelerated by the unbalance in the applied torques. 

Hence, the main equation of motion is 

𝐽
𝑑𝜔𝑚

𝑑𝑡
= 𝑇𝑎 (2) 

where 𝐽  is combined moment of inertia of generator and 

turbine in kg.m2, 𝜔𝑚 is angular velocity of the rotor, in rad/s, 

and t is time in sec. 

Equation (2) can be normalized in terms of per unit 

inertia constant H, defined as the kinetic energy in watt-

seconds at rated speed divided by the VA base. Using 𝜔0𝑚 to 

denote the rated angular velocity in mechanical radians per 

second, the inertia constant is 

𝐻 =
𝐽𝜔𝑚

2  

2𝑉𝐴𝑏𝑎𝑠𝑒
 (3) 

Then, the moment of inertia 𝐽 will be as below:  

𝐽 =
2𝐻

𝜔0𝑚
2 𝑉𝐴𝑏𝑎𝑠𝑒 (4) 

Substituting the above relation in (2) gives 

2𝐻

𝜔0𝑚
2 𝑉𝐴𝑏𝑎𝑠𝑒

𝑑𝜔𝑚

𝑑𝑡
= 𝑇𝑚 − 𝑇𝑒 (5) 

Rearranging yields 

2𝐻
𝑑

𝑑𝑡
[

𝜔𝑚

𝜔0𝑚
] =

𝑇𝑚 − 𝑇𝑒

𝑉𝐴𝑏𝑎𝑠𝑒
𝜔0𝑚

⁄
 (6) 

Regarding the relation 𝑇base =
𝑉𝐴𝑏𝑎𝑠𝑒

𝜔0𝑚
⁄ , the equation of 

motion in form of per unit is 

2𝐻
𝑑𝜔𝑟̅̅̅̅

𝑑𝑡
= �̅�𝑚 − �̅�𝑒 (7) 

In (7), we have 

𝜔𝑟̅̅̅̅ =
𝜔𝑟

𝜔0
 (8) 

in which 𝜔0 is its rated value of rotor velocity and 𝜔r is the 

angular velocity of the rotor in electrical rad/s.  

On the other hand, supposing 𝛿 is the angular position of 

the rotor in electrical radians with respect to a synchronously 

rotating reference and 𝛿0 is its initial value, 

𝛿 = 𝜔𝑟𝑡 − 𝜔𝑟𝑡 + 𝛿0 (9) 

Taking the time derivative, we have 

𝑑𝛿

𝑑𝑡
= ∆𝜔𝑟 (10) 

𝑑2𝛿

𝑑𝑡2
= 𝜔0 

𝑑(∆𝜔𝑟̅̅̅̅ )

𝑑𝑡
 (11) 

Substituting for 
𝑑(∆𝜔𝑟̅̅ ̅̅ )

𝑑𝑡
 given by the above equation in (7), 

we get 

2𝐻

𝜔0

𝑑2𝛿

𝑑𝑡2
= 𝑇𝑚

̅̅̅̅ − 𝑇𝑎
̅̅̅ (12) 

It is often desirable to include a component of damping 

torque, not accounted for in the calculation of  𝑇𝑒, separately. 

This is accomplished by adding a proportional to speed 

deviation in the above equation as follows. 

2𝐻

𝜔0

𝑑2𝛿

𝑑𝑡2
= 𝑇𝑚

̅̅̅̅ − 𝑇𝑎
̅̅̅ − 𝐾𝐷∆𝜔𝑟̅̅̅̅  (13) 

The swing equation, expressed as two first-order differential 

equations, will become 

𝑑∆𝜔𝑟̅̅̅̅

𝑑𝑡
=  

𝑇𝑚
̅̅̅̅ − 𝑇𝑎

̅̅̅ − 𝐾𝐷∆𝜔𝑟̅̅̅̅

2𝐻
 (14) 

𝑑𝛿

𝑑𝑡
= 𝜔0∆𝜔𝑟̅̅̅̅  (15) 

in which time is in seconds, δ is in electrical radians, and 𝜔0 

is equal to 2𝜋f . The block diagram form of the above two 

equations is shown in Fig. 1. 

3. EXPERIMENTAL TESTS 

In this work, we have examined several load rejection 

tests individually and together on units 5 and 6 of the Masjed-

Soleiman hydroelectric plant. The tests were conducted at 

different states when the units were generating 25%, 50%, 

75%, and 100% of their rated power. Figs. 2 to 5 depict the 

result curves of the above tests. The variations are in terms of 

time. 

 

 

Fig. 1: Block diagram of above equations. 

 

Fig. 2: The results of load rejection on unit 5 of the Masjed-

Soleiman plant while delivering 25% of rated power. 
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Fig. 3: The results of load rejection on unit 5 of the Masjed-

Soleiman plant while delivering 50% of rated power. 

 

Fig. 4: The results of the load rejection on unit 5 of the 

Masjed-Soleiman plant while delivering 75% of rated 

power. 

 

Fig. 5: The results of the load rejection on unit 5 of the 

Masjed-Soleiman plant while delivering 100% of rated 

power. 

4. SIMULATION AND RESULTS 

According to the equations mentioned in Section 2, the 

mechanical behavior of turbine-generator combination can 

generally be stated by 

𝑇𝑚 − 𝑇𝑒 − 𝐾 𝜔 = 𝐽
𝑑𝜔

𝑑𝑡
 (16) 

Multiplying both sides of (16) with ω, we have 

𝑃𝑚 − 𝑃𝑒 − 𝐾 𝜔
2 = 𝐽𝜔

𝑑𝜔

𝑑𝑡
 (17) 

Fig. 6 shows a new block diagram of turbine- generator 

combination operation, which should be attended to during 

the load rejection process. 

This new block diagram can be implemented in the 

SIMULINK® environment. Hence, the mechanical braking 

system is operating after load rejection. Phrase 𝐾Bω2  will be 

added to the diagram shown in Fig. 6, which will cause speed 

reduction together with the governing system. 

Consequently, the rotor will get started to reduce speed 

reaching zero. Fig. 7 shows the implemented diagram in the 

SIMULINK® environment. 

The simulation was executed when the system served 

different loads before load rejection. In this simulating work, 

the power delivered by the studied system was 50%, 75%, 

80%, and 100% of the rated power. Figs. 8 to 11 depict the 

behavior of the system by presenting rotor speed variations 

and wicket gate position during the process in terms of time 

in Table 1, significant parameters are being collected which 

will affect design considerations. 

5. Formulating and Regression 

According to Table 1, two significant functions are to be 

attended by variations of the percent of rated power delivered 

before load rejection: percentage of maximum over speed (F1) 

and time to reach maximum over speed (F2). Functions F1 

and F2 are fitted by regression with two following 

polynomials. 

Fig. 12 shows the points on the basis of Table 1 and its 

related fitness function F1, and Table 2 presents coefficients 

of function F2 as it is derived from Fig. 13. 

𝑓1(𝑙) = −0.0004𝑙3 − 0.09 𝑙2 − 5.74𝑙 − 115 (18) 

𝑓2(𝑙) = 1.9 ∗ 10−5𝑙3 − 0.0057 𝑙2 + 0.5633𝑙 − 13 (19) 

 

Fig. 6: The block diagram of turbine-generator during load 

rejection. 

B 
𝜔 
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Fig. 7: Implemented diagram in SIMULINK environment.

 
(a) 

 
(b) 

Fig. 8: Variations of (a) rotor speed, and (b) wicket gate 

position when delivering 50% of the rated power before load 

rejection. 

 
(a) 

 
(b) 

Fig. 9: Variations of (a) rotor speed, and (b) wicket gate 

position when delivering 75% of the rated power before load 

rejection. 
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(a) 

 
(b) 

Fig. 10: Variations of (a) rotor speed, and (b) wicket gate 

position when delivering 80% of the rated power before load 

rejection. 

 
(a) 

 

(b) 

Fig. 11: Variations of (a) rotor speed, and (b) wicket gate 

position when delivering 100% of rated power before load 

rejection. 

 

Table 1: The results of the load rejection at different cases. 

Time 

to 

reach 

 over 

speed 

(s) 

Percentage 

of 

 over speed 

Maximum 

speed 

after load 

rejection 

Rotor 

speed 

before 

load 

rejection 

(RPM) 

Power 

delivered 

before load 

rejection 

(MW)  

5.58 %41 259 184 100)%250 ( 

5.48 %27 232 183 80)%200 ( 

5.35 %22 225 184 187 (%75) 

3.36 %3 189 183 125 (%50) 

 

 

Fig. 12: Fitted function F1 as over speed vs. load percent. 
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Fig. 13: Fitted function F2 as time to reach over speed vs. 

load percent. 

Table 2: Regression parameters of fitted function F1. 

Linear model polynomial 

f(x) = p1*x^2 + p2*x + p3 

p1 =    -0.0004 

p2 =         0.09 

p3 =       -5.74 

p4 =         115 

Goodness of fit 

SSE: 9.37e-26 

 

6. CONCLUSION 

After executing the above works and attaining the related 

results, the following conclusions can be made: 

1- Experimental results show that modeling is qualified 

and can be trusted. 

2- Maximum over speed will be increased if the power 

delivered before load rejection increases. 

3- If the power delivered increases, the time of reaching 

maximum over speed after load rejection will decrease. 
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Abstract: This paper introduces a high-speed fault-resistant hardware implementation for the S-box of AES 

cryptographic algorithm, called HFS-box. A deep pipelining for S-box at the gate level is proposed. In addition, a new 

Dual Modular Redundancy-based (DMR-based) countermeasure is exploited in HFS-box for fault correction. The newly 

introduced countermeasure is a fault correction scheme based on the DMR technique (FC-DMR) combined with a version 

of the time redundancy technique. In the proposed architecture, when a transient random or malicious fault(s) is detected 

in each pipeline stage, the error signal corresponding to that stage increases. The control unit holds the previous correct 

value in the output of the proposed DMR voter in the other pipeline stages as soon as it observes the value ‘1’ on the error 

signal. The previous correct outputs will be kept until the fault effect disappears. The presented low-cost HFS-box 

provides a high capability of fault resistance against transient faults with any duration by imposing low area overhead 

compared with similar fault correction strategies, i.e., 137%, and low throughput degradation, i.e., 11.3%, on the original 

S-box implementation. 

Keywords: Fault-resistant, advanced encryption standard (AES), S-box, high-speed. 

 
Article history  

Received 30 December 2020; Revised 28 April 2021; Accepted 11 June 2021; Published online 30 June 2021. 

© 2021 Published by Shahid Chamran University of Ahvaz & Iranian Association of Electrical and Electronics Engineers (IAEEE). 
How to cite this article  

M. Taheri, S. Sheikhpour, M. S. Ansari, and A. Mahani, "A fault-resistant architecture for AES S-box architecture," 

J. Appl. Res. Electr. Eng., vol. 1, no. 1, pp. 86-92, 2022. DOI: 10.22055/jaree.2021.36230.1020 

 

1. INTRODUCTION 

Dependable applications, like secure information 

systems, remote security services, online banking, etc., play 

an important role in our daily lives. Secure storage and 

communication are critical requirements of these 

applications. Nowadays, cryptography is extensively used in 

dependable applications to meet these critical requirements, 

thereby preventing unauthorized access to secure 

information. Another important requirement of a dependable 

application is reliability. Therefore, in many cases, a fault 

resilient approach is incorporated with original hardware 

implementation [1]. 

The Advanced Encryption Standard (AES) [2] was 

standardized by the National Institute of Standards and 

Technology (NIST) in 1997. Since then, AES has been one of 

the most common symmetric cryptographic algorithms. 

Many hardware implementations of AES have so far been 

proposed with different characteristics [3-6], each of which is 

suited for different applications with different constraints. 

Recently, many faults injection attacks have been proposed 

on AES [7-9]. In a fault attack, attackers inject malicious 

faults into the VLSI design of cryptographic primitives to 

extract secure information (i.e., cryptographic key). 

On the other hand, with transistor size downscaling, 

reducing power supply voltage level, increasing operating 

frequencies, and reducing noise margins, VLSI hardware 

designs will be more and more sensitive to random faults 

occurrence [10]. All random faults that occur in VLSI designs 

can be grouped into transient and permanent faults. 

Various fault resilient hardware implementations of AES 

were proposed to thwart the random and/or malicious faults 

effect [11-14]. AES includes four basic operations, i.e., 

SubByte, ShifRows, MixColumns, and AddRoundKey. The 

hardware implementation of SubByte operation is realized 

with 16 S-Boxes that are nonlinear mapping in which each 

byte of state array is replaced with another byte. It also 

occupies much of the total AES hardware implementation 

area [15]. In a fault injection attack, an injected fault changes 
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specific bits or bytes during a special round of the encryption 

and produces certain differences [16-19]. The nonlinear 

operations, namely, S-Boxes of the block ciphers, are 

commonly the target of DFAs. In those DFAs that faults are 

injected during the encryption process, the fault propagation 

patterns denote some relations between the input and output 

difference of the specific S-boxes. In almost all block ciphers, 

including AES, the S-box values are known, so an attacker 

can simply conclude the difference distribution table of the 

utilized S-box. The inputs of S-boxes are mainly combined 

with the round Keyes’s chunk through some mixing 

operations. The attacker can reduce the search space of some 

secret information, i.e., a part of the key, exploiting the 

difference distribution table and the relations between the 

difference of input and output. This divide-and-conquer 

method is used to extract the whole cryptographic key of most 

block ciphers quite efficiently [20]. So, integrating its 

hardware implementations with an efficient fault resilient 

scheme is crucial for making AES robust to random and/or 

malicious faults. There are many online error detection 

schemes for SubByte implementation of AES; see, for 

example, [21-22]. 

Just a few studies among previous research works have 

addressed fault correction. In fact, most of the previous 

studies have only considered the detection task, so extra 

corrective operations should be employed for their solutions. 

In [23], a hybrid redundancy is proposed in which hardware 

redundancy and time redundancy are combined for fault 

correction in S-box. Their proposed S-box architecture can 

tolerate single faults. It is worth noting that the fault-tolerant 

S-box in [23] provides a high level of reliability against the 

natural faults due to the essence of electronic devices, not the 

malicious faults in the fault attacks.  

The present paper is mainly aimed to propose a high-

throughput fault-attack resistant hardware implementation of 

AES S-box. We propose a correction scheme at the hardware 

level so that the circuit frequency is not significantly affected. 

In this paper, a high-speed design is considered. In fact, we 

exploit the features of gate-level implementation of S-box, 

allowing the pipeline technique to speed up the hardware 

implementation of SubByte operation of AES. The proposed 

technique is also practical for any generic cipher block.  

We also implement the traditional fault-tolerant 

configurations, triple time redundancy, and triple module 

redundancy of the AES S-box and compare the 

implementation results of the proposed architecture to both of 

them.  

N-tuple modular redundancy (NMR) [24] is a well-

known fault-tolerant scheme based on hardware redundancy. 

Dual modular redundancy (DMR) is the most famous 

realization of NMR for performing error detection task. 

Another special case of NMR is triple modular redundancy 

(TMR) in which three identical units execute the same 

operation and the output is deduced from the majority voter 

[25, 26].  

Time redundancy is achieved by re-computation of an 

operation using the same hardware multiple times, saving 

results, and comparing them for the error correction or 

detection tasks. N-tuple temporal redundancy is a generic 

fault-tolerant configuration of time redundancy. The triple 

time redundancy (TTR) is a special form of N-tuple temporal 

redundancy. In this scheme, the same input data is processed 

through the same unit three times. The majority voter 

generates the output of TTR by the majority vote of these 

three consecutive processes [26-27]. 

The main contributions of this paper are as follows: 

- We present an implementation of a high-throughput and 

lightweight S-box in the gate level for high-speed AES 

encryption.   

- We propose a fault-attack resistant technique, i.e., FC-

DMR, for real-time applications which cannot tolerate 

high running time and require a high-speed process. The 

proposed technique could generally be used in all digital 

functional units.  

- We design a new DMR voter that is composed of 

standard library components and could be implemented 

on any digital platform, such as FPGA and ASIC. 

- Finally, we implement the AES S-box in TMR and TTR 

configurations in the same situation as HFS-box for 

design metrics comparison.  

The rest of the paper is organized as follows. Section 2 

presents a brief background of the S-box of the AES 

algorithm and its implementation. Section 3 presents the 

proposed fault-attack resistant technique (FC-DMR) besides 

our DMR voter model. It also describes the HFS-box 

architecture. We evaluate the proposed architecture’s 

architectural characteristics in terms of area, frequency, and 

throughput in Section 4. Finally, Section 5 concludes the 

paper. 

2. S-BOX IMPLEMENTATION  

In this subsection, we describe the S-box operation and 

its utilized architecture. The proposed S-box architecture 

using composite-field in [28] is employed in this paper. The 

S-box operation, which is believed to be most resource-

consuming among other AES operations, is a nonlinear 

mapping on each state array byte. This nonlinear mapping is 

nothing but finding a multiplicative inverse over GF(28), i.e., 

Galois field, which is arithmetic in a finite 

field (a field containing a finite number of elements) contrary 

to arithmetic in a field with an infinite number of elements, 

like the field of rational numbers. 𝑥−1𝜖 𝐺𝐹(28) is followed 

by an affine transformation. In other words, if 𝑦 = 𝑆𝐵(𝑥) and 

𝑋𝜖𝐺𝐹(28) and 𝑌𝜖𝐺𝐹(28), then we have:  

 

𝑦 = 𝐴𝑥−1 + 𝑏 =

[
 
 
 
 
 
 
 
1   1   0   0   0   0   1   0
0   1   0   0   1   0   1   0
0   1   1   1   1   0   0   1
0   1   1   0   0   0   1   1
0   1   1   1   0   1   0   1
0   0   1   1   0   1   0   1
0   1   1   1   1   0   1   1
0   0   0   0   0   1   0   1]

 
 
 
 
 
 
 

  𝑥−1 +

[
 
 
 
 
 
 
 
0
0
0
0
1
0
1
1]
 
 
 
 
 
 
 

 

 (1) 
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Since direct multiplicative inversion of S-box 

computation is costly, multiplicative inversion in composite 

fields is preferred [29]. This implementation leads to lower 

complexity and smaller implementation area.  

The S-box implementation using composite-field and 

polynomial basis is illustrated in Fig. 1. 

As shown in this figure, the 8-bit input of multiplicative 

inversion, i.e., 𝑋 = ∑ 𝛼𝑖𝑥𝑖
7
𝑖=0 in the binary field GF (28) using 

the transformation matrix δ, transforms to composite-field 

𝐺𝐹(28)/𝐺𝐹(((22)2)2). In turn, the output of the 

multiplicative inverse from composite-field transforms back 

to binary field GF (28) by the inverse transformation matrix 

δ-1 to obtain X-1. The hierarchical composite-field 

decomposition, i.e., 𝐺𝐹(((22)2)2) → 𝐺𝐹((22)2), 

𝐺𝐹((22)2) → 𝐺𝐹(22), and 𝐺𝐹(22) → 𝐺𝐹(2), can be made 

using the irreducible polynomials of 𝑥2 + 𝑥 + 𝜆, 𝑥2 + 𝑥 + 𝜑 

and 𝑥2 + 𝑥 + 1, respectively. As shown in Fig. 1, the output 

of the S-box, i.e., Y, is obtained using the affine 

transformation after inverse transformation (δ-1) [27]. The S-

box is composed of the multiplications, squaring, and 

inversion all of which are over 𝐺𝐹((22)2). Besides these 

arithmetic blocks, the S-box includes modulo-2 addition that 

is realized by XOR gates (see Fig. 1). Considering this figure, 

the output of the S-box can be formulated as follows: 

𝜎ℎ = ((𝜉ℎ + 𝜉𝑙)𝜉𝑙 + 𝜉ℎ
2𝜆)−1𝜉ℎ (2) 

𝜎𝑙 = ((𝜉ℎ + 𝜉𝑙)𝜉𝑙 + 𝜉ℎ
2𝜆)−1(𝜉ℎ + 𝜉𝑙) (3) 

where ξ and σ are the input and output of the multiplicative 

inversion, respectively. It is also worth mentioning that we 

have used the proposed architecture for different parts of the 

S-box, i.e., adder and multiplier in [28]. 

3. PROPOSED FAULT CORRECTION STRUCTURE  

(FC-DMR) 

3.1. FC-DMR 

We propose a correction technique in the DMR 

implementation of a digital circuit (FC-DMR) depicted in 

Fig. 2. The proposed FC-DMR protects the operation of both 

combinational and sequential parts of a digital circuit in each 

pipeline stage. Fig. 2 depicts an instance pipeline stage i in 

the intended circuit. As depicted in this figure, our FC-DMR 

consists of the following elements:  

- Pipeline Logici (original): a part of the system’s 

combinational logic utilized to process data in the 

original mode in the ith pipeline stage. 

- Pipeline Logici (redundant): a redundant copy of the 

original ith pipeline stage utilized to process data in the 

redundant mode in the ith pipeline stage. 

- Register stagei: the register or sequential part of the ith 

pipeline including DMR register and two DMR voters 

to preserve the correct state in the presence of a fault.  

- DU: the fault detection unit, which is actually 

implemented using a comparator must provide the 

output error signal erri, which indicates differences in 

the DMR register in the ith pipeline stage occur. 

- CU: the control unit producing Err, which is a general 

error signal and indicates fault occurrence in the system 

(any pipeline stage), i.e., a fault is detected. 

The input of each pipeline stage is processed by the 

pipeline logic and its redundant unit.  

 

Fig. 1: Composite field-based S-box architecture. 

 

 

Fig. 2: The proposed fault correction technique in DMR implementation (FC-DMR). 



M.Taheri et al.  Journal of Applied Research in Electrical Engineering, Vol. 1, No. 1, pp. 86-92, 2022 

 

89 

 

 

The corresponding output of the original and redundant 

pipeline logic units are stored in the register stages, i.e., 

pipeline register1 and pipeline register2, respectively. If the 

register’s contents are identical, no fault is detected. 

Otherwise, the comparator CMPi’s output in DUi, i.e., erri, 

will be activated. Two DMR voters are employed to protect 

both combinational and sequential part of the system. The 

proposed technique can correct any transient fault that occurs 

in a single S-box. When a fault is detected in any pipeline 

stage components, either in the logic stages, in the pipeline 

registers, or in the DU, the CU will reset its output, i.e., Err, 

and later it will prevent loading the incorrect state on the 

output of DMR voters.  

Hence, the pipeline logics process the previous correct 

state till the fault effect disappears. When the fault effect 

disappears, the next correct state is processed without any 

problem. This solution may put a negligible delay overhead 

on the critical path due to the comparison and voting.  

3.2. Proposed Voter 

The employed voter does the two tasks of a majority 

voter in the DMR technique, i.e., holding the previous state 

when facing a mismatch and changing the vote signal’s value 

when both modules produce the same output (Fig. 3). 

In fact, when the outputs of the two replicas are not the 

same as each other, which means an error has occurred, the 

voter holds the previous value until the two replicas’ outputs 

become similar. Besides, our design has a delay module that 

is useful if the comparator faces a mismatch. This delay 

makes it possible to affect the enable signals. Enables are 

provided to control internal wires not to send the faulty 

signals to voter’s output, which means that the pipeline stage 

is unchanged until the correct value gains and the sequence in 

our pipeline design remains unaffected. 

3.3. HFS-box 

The main contribution of this paper is proposing high-

throughput fault-attack resistant hardware implementations 

of S-box.  

We propose a full pipeline implementation of S-box in 

the composite field approach, which leads to the reduction of 

the circuit critical path. In fact, this solution enables us to 

enhance the frequency of clock signal in our proposed method 

and also makes it suitable for meeting the high-speed 

application requirements. 

The proposed pipeline S-box is depicted in Fig. 4. We 

place pipeline registers into this schema, which are illustrated 

by the dotted lines. As depicted in this figure, the proposed S-

box architecture (shown in Fig. 1) is divided into five stages. 

These pipeline registers are inserted into S-box architecture 

so that the critical path is optimally pipelined. This 

architecture is integrated with the proposed FC-DMR to 

achieve fault tolerance for any transient fault in both 

combinational and sequential parts in any pipeline stage of a 

single S-box, named HFS-box. In HFS-box, each DMR 

implementation of pipeline logic is lied between two register 

stages to check against fault occurrence, as depicted in Fig. 2. 

4. IMPLEMENTATION RESULT 

To evaluate the proposed HFS-box, we compare it with 

the TMR and TTR implementation of S-box, as traditional 

fault-tolerant structures with high fault correction capability. 

We report the synthesis result by using the TSMC 180 nm 

CMOS. We employ Verilog as the design entry description 

language and Synopsys DC as the synthesis tool. It should be 

noted the 8-bit SubByte operation is considered, so a single 

S-box is needed in each structure.  

 

 
Fig. 3: Proposed voter in gate level. 

 

 

 

Fig. 4: The architecture of the S-box with the 5-stage pipeline. 
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Table 1: Throughput, maximum frequency, area result. 

Design metric Original TMR TTR HFS-box 

Area 
GE 212.42 673.31 279.02 503.46 

% of area overhead - 216 31.35 137 

Freq. 
MHz 555 525 519 492 

% of reduction - -5.4 -6.4 -11.3 

Throuput 
Mbps 4440 4200 1384 3936 

% of reduction - -5.4 -68.8 -11.3 

Fault 

Tolerance 

Transition     

Permanent     

Security against fault attack     

 

In this section, the ASIC implementation results of all 

fault-tolerant S-box implementations are reported and 

compared. The design features that we consider include area, 

area overhead, frequency, and frequency overhead. Table 1 

presents the implementation results of all fault resilient 

designs.  

In this table, we use (4) to calculate- the-cost overhead. 

𝑂𝑣𝑒𝑟ℎ𝑒𝑎𝑑 =
𝐶𝐹𝑇 − 𝐶O

𝐶O
 (4) 

where 𝐶O is the original implementation cost (area, frequency, 

throughput, etc.), and 𝐶𝐹𝑇  is the cost of the fault tolerant 

implementation. It can be seen that TTR has the lowest area 

overhead (44.5% and 58.54% reduction compared to HFS-

box and TMR, respectively) and, at the same time, lower 

throughput (64.83% and 67.04% worse than HFS-box and 

TMR, respectively). HFS-box requires about 503 NAND gate 

equivalences (GEs). Actually, it puts more area overhead than 

TTR but still is much better than TMR (25.22% better than 

TMR). However, TMR achieves the best throughput among 

all fault resilient architectures, its security and reliability 

against fault attacks is lower than our HFS-box, and also it 

puts much more area overhead on the original S-box than 

HFS-box.  

The security of TMR and TTR is overshadowed by the 

majority voter. In fact, the majority voter is a bottleneck for 

these traditional fault-tolerant schemes. There are many 

works focused on introducing fault-tolerant majority voter. 

But, we do not address them because those research works are 

out of the scope of this paper. In addition, according to the 

proposed structure for the voter, it can be seen that the 

proposed design can detect symmetric transient errors in a 

very short period. However, TMR and TTR configurations do 

not have such capability. So, the proposed HFS-box can offer 

a higher level of reliability and better security against fault 

attacks, as mentioned in Table 1. 

In fact, the proposed low-cost HFS-box can continue its 

proper task without a considerable negative impact on the 

system speed or even any traditional recovery scheme. It is a 

suitable fault-tolerant technique for resource-constrained 

applications that require a high level of security. 

5. CONCLUSION 

In this paper, we proposed a lightweight high-throughput 

fault-attack resistant architecture for composite field S-box 

implementation of AES, which consumes the largest space in 

AES, named HFS-box. The proposed fault-attack resistant 

technique is based on fault correction in DMR 

implementation (FC-DMR) combined with a temporal 

redundancy technique. It can correct transient faults, which 

may occur in S-box naturally or maliciously. Our solution is 

valid for any digital circuit implementation (especially block 

cipher hardware implementation) with different levels of 

pipelining. HFS-box uses five pipeline stages to meet the real-

time application requirements for speed and throughput. 

Indeed, we inserted pipeline registers in optimal places in the 

S-box architecture. Furthermore, we introduced a compatible 

DMR voter with our FC-DMR. The proposed HFS-box and 

two well-known methods with high fault-tolerant ability, i.e., 

TMR and TTR, were implemented on ASIC using TSMC 

180nm CMOS technology, and their area, frequency, and 

throughput were derived and reported. The synthesis results 

pointed out that the HFS-box had a low area overhead (137%) 

and low throughput degradation (11.3) compared with other 

fault-tolerant schemes. 
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Optimal Day-Ahead Scheduling of a CHP and Renewable Resources-Based Energy 

Hub with the Aim of Improving Resiliency During Input Energy Carriers’ Outage 
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 Department of Electrical and Computer Engineering, Jundi-Shapur University of Technology, Dezful 64615334, Iran 

* Corresponding Author: aghasemi@jsu.ac.ir  

 

Abstract: This paper proposes a novel day-ahead energy hub scheduling framework aimed at improving resiliency. 

Accordingly, an energy hub including combined heat and power (CHP), boiler, electric-heat pump (EHP), absorption 

and electric chillers, energy storages and renewable sources is considered. This energy hub is equipped with smart grid 

(SG) infrastructures, making it possible to implement demand response (DR) programs and optimally operate energy 

storages. The hub is connected to the electricity and natural gas networks. Outage of input energy carriers causes 

failure of devices in the energy hub, loss of electrical loads, failure in cooling and heating and thus reduced resiliency. 

Maintaining the security of the hub consumers’ power supply system in the event of such severe disturbances is 

essential. Therefore, a new strategy based on the use of backup electric energy storages (EES) and DR program is 

proposed in this paper to improve resiliency. In addition, a numerical index is used to accurately calculate and evaluate 

resiliency. Numerical studies show that the proposed strategy improves resiliency during the outage of power and gas 

networks by 12.02% and 14.23% respectively when backup energy storages and DR program are implemented 

simultaneously.  

Keywords: Energy hub, renewable energy sources, energy storage, demand response (DR), resiliency. 
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Acronyms 

AC  Absorption chiller 

CES  Cooling energy storage 

CHP  Combined heat and power 

DER  
Distributed energy resources 

DR  Demand Response 

EC  Electric chiller 

EDS  Electric distribution system 

EES  Electric energy storage 

EH  Energy hub 

EHP  Electric heat pump 

HES  Heat energy storage 

MINLP  Mixed-Integer Non-Linear 

Programming 

NGDS  Natural gas distribution system 

PV  Photo Voltaic 

ST  Solar thermal energy 

WT  Wind Turbine 

 

Indices 

t  Index for time periods 

X  Type of storage in terms of 

energy stored (EES/ HES/ 

CES) 

Y  Original or backup storage (O/B) 

Parameters 

GE

t , 
NG

t  
Grid electricity and Natural gas 
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prices in time t [$/MWh] 

PV , 
WT , 

ST  PV, WT and ST operation cost 

[$/MWh] 

EHP , 
EC , 

AC  EHP, EC and AC operation cost 

[$/MWh] 

E  Electrical DR program cost 

[$/MWh] 

,X Y  Deterioration cost of energy 

storages [$/MWh] 

D

tP , 
D

tH , 
D

tC  Electrical, heating and cooling 

demands at time t [MW] 

a , b , c , d , e , f           Coefficients of fuel consumption 

of CHP unit [1/MWh, -, 1/MWh, 

-, 1/MWh, MWh] 

 
 

/
CHP

A B C D
E H  

Junction points of feasible 

operation region of CHP [MW] 

M  Large and small enough 

constants for linearization of 

feasible operation region of CHP 

[MW] 

 

Boiler  Efficiency of boiler [-] 

max

BoilerH , 
min

BoilerH  Maximum and minimum output 

heat of boiler [MW] 

EC

coolCOP  Coefficient of performance of 

electric chiller [-] 

EC

maxC , 
min

ECC  Maximum and minimum output 

cooling of electric chiller [MW] 

AC

coolCOP  Coefficient of performance of 

absorption chiller [-] 

max

ACC , 
min

ACC  Maximum and minimum output 

cooling of absorption chiller 

[MW] 

EHP

coolCOP
 

Coefficients of performance of 

EHP in cooling mode [-] 

max

EHPC
, min

EHPC
 

Maximum and minimum output 

cooling of EHP [MW] 

, ,X Y ch

maxE
, 

, ,X Y dch

maxE
 

Maximum charge and discharge 

rates of each X and Y [MW] 

,

max

X YE
, 

,

min

X YE
 ,

,

0

X YE
 

Maximum, minimum and initial 

charge levels of each X and Y 

[MW] 

, ,

 

X Y ch
, 

, ,

 

X Y dch
 

Efficiencies of charge and 

discharge of each X and Y [-] 

,

 

low DRpar
 

Maximum ratio of shifted low 

electrical load by DR [%] 

,

 

high DRpar
 

Maximum ratio of shifted high 

electrical load by DR [%] 

max

EDSE
, min

EDSE
 

Maximum and minimum 

interacting power with EDS 

[MW] 

NGDS

maxF
 

Maximum received power from 

natural gas distribution system 

[MW] 

 

 

Continuous decision variables 

PV

tE
, 

WT

tE
, 

ST

tH
 

Output power of PV, WT and ST 

in time t [MW] 

CHP

tF
, 

CHP

tE
, 

CHP

tH
 

Fuel consumption, output power 

and output heat of CHP unit in 

time t [MW] 

Boiler

tH
, 

Boiler

tF
 

Output heat and fuel 

consumption of boilers in time t 

[MW] 

EC

tC
, 

EC

tE
 

Output cooling and input 

electricity of electric chiller in 

time t [MW] 

AC

tC
, 

AC

tH
 

Output cooling and input heat of 

absorption chiller in time t [MW] 

EHP

tC
, 

EHP

tE
 

Output cooling and input 

electricity of EHP unit in time t 

[MW] 

, ,X Y ch

tE
,

, ,X Y dch

tE
,

,X Y

tE
 

Electricity/Heating/Cooling 

charge and discharge rates and 

the charge level of each X and Y 

in time t [MWh, MWh, MWh] 

LNS

tE
, 

LNS

tH
, 

LNS

tC
 

Load not supplied at time t 

[MW] 

,low DR

tP
, 

,high DR

tP
 

Shifted low and shifted high 

electrical power by DR at time t 

[MW] 

EDS

tE
 

Electricity purchased from (+) 

and sold to (-) EDS in time t 

[MW] 

NGDS

tF
 

Purchased natural gas from 

natural gas distribution system in 

time t [MW] 

 

Binary decision variables 

CHP

tV
 

If CHP unit is on in time t, 
CHP

tV
=1, otherwise 0. 

,X Y

tu
 

Binary variable to prevent 

simultaneous charging and 

discharging of energy storage 

  low

tI
, 

  high

tI
 

A binary variable representing 

shifting high and shifting low 

condition of electrical load by 

DR at time t 

1. INTRODUCTION 

1.1. Aim 

Outage of the input electricity or gas of the energy hubs 

can create disruption in the supply of consumer demand. 

Therefore, it is necessary to study the behavior of the system 

subjected to such disturbances and to consider the required 

preparations in order to maintain resiliency. Resiliency is, in 

fact, the ability to resist, adapt, and quickly return to normal 

operation of a system after a severe disturbance [1]. In 

energy hubs, proper use of energy storage systems with the 

ability of quick restoration of critical loads can reduce the 
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damage caused by long-term outages and thus improve 

network resiliency. Moreover, DR programs seem to be one 

of the efficient tools for proper load shifting and optimal 

scheduling of energy hub, leading to increased system 

resiliency. The objective of this paper is to investigate the 

effect of the participation of backup energy storages and DR 

programs on the resiliency improvement during the outage 

of electrical or natural gas networks using an energy hub 

day-ahead scheduling framework. 

1.2. Literature Review 

As a new concept in recent years, energy hub has 

attracted the attention of many researchers in the field of 

power system scheduling and management. It is a 

comprehensive and smart framework that provides the load 

required by the consumer side by combining, converting and 

storing various energy carriers. Optimal operation of the 

energy hub makes it possible to securely supply the required 

loads. In Ref. [2] the structure of a micro energy grid (MEG) 

based on energy hub including electrical, heating and 

cooling sub-hubs with renewable energy sources and energy 

storages has been presented. Also, a day-ahead dynamic 

optimal operation model has been formulated by considering 

DR in order to minimize the daily operation cost [2]. In Ref. 

[3] a model for scheduling an energy hub including CHP, 

gas boiler, absorption and electric chillers and electrical, 

heating and cooling energy storages has been proposed. The 

on/off switch of controllable equipment has been managed 

and DR programs have been implemented in this paper [3]. 

In Ref. [4] a combined energy system (CES) with the 

concept of energy hub including renewable energy sources 

such as wind and solar energy, electrical, heating and 

cooling energy storages, voltage conversion units and 

pressure and temperature control for storages, in the 

presence of the DR programs has been proposed. The aim of 

this system is to maximize the benefits of the energy hub 

[4]. In Ref. [5], an energy hub with three components of 

CHP, transformer and boiler, connected to electricity and 

natural gas networks, has been modeled to study the security 

of the system during natural gas flow outage. 

Natural disasters and destructive actions are among the 

unpredictable events with low probability that can apply 

severe damage to the distribution system. Hence, around the 

world, the need to pay attention to higher network resiliency 

and energy continuity is felt more than ever due to the 

various consequences of energy outages at different levels. 

In general, the concept of resiliency is the capacity of an 

energy system to tolerate disturbances and continue the 

process of energy delivery to consumers [1]. In [6], a natural 

gas replacement scheme with electricity has been provided 

to improve service resilience at the time of earthquake and 

the creation of a problem for the gas network. In the project, 

household gas appliances have been replaced with ordinary 

and advanced electrical appliances so that consumers 

provide all their needs through the electricity grid. In this 

paper, the cost of replacing electrical appliances and also 

considering that power grid lines are more at risk than gas 

grid lines, potential problems for the power grid have not 

been considered [6]. Therefore, in the event of a problem for 

the power grid during the earthquake, replacing gas 

appliances with electrical appliances does not help increase 

service resilience. 

The use of DR programs, renewable resources and 

storages can improve the resiliency of the power system. In 

[7] a distribution service restoration (DSR) framework using 

a multi-stage dynamic optimization model has been 

proposed to achieve a resilient distribution network in the 

presence of a DR program. In this paper, despite the use of 

electricity storage in the microgrids, the effect of storage on 

the improvement of resiliency has not been investigated [7]. 

In [8], a risk-constrained stochastic framework has been 

presented for joint energy and reserve scheduling of a 

resilient microgrid considering demand side management. In 

this article, the sensitivity of the microgrid profit, reliability 

indices, and the operator decision making in cases with and 

without the participation of customers to price-based DR 

programs have been studied by implementing a security-

constrained power flow method in the scheduling process 

that can guarantee reliable operation of the microgrid under 

uncertainty, especially in islanding periods. In [9], an energy 

management strategy for daily networked microgrid 

scheduling called nested EMS has been proposed to increase 

system resiliency. In this method, if a microgrid is 

disconnected from the power grid and enters the island 

mode, the resiliency of the system through subgroups as 

well as the battery energy storage system will increase. 

In [10], a process of resiliency analysis in networked 

microgrids in the presence of renewable energy sources 

along with an EES has been proposed. The EES has been 

scheduled to control fluctuations in the generation of 

renewable sources in both rainy and sunny days [10]. 

Moreover, the EES has been used to support the power 

distribution system during outage. However, in this paper, 

the power outage is considered to be a short interval of 3 

hours and the solution adopted may not be suitable for long 

intervals. In [11] a process of resiliency analysis in 

microgrids along with distributed energy storage (DES) 

support for load restoration has been presented. In the case 

of power outage, DESs supply the required electricity by 

changing to the discharge mode. DESs are charged only 

through the power grid, which may not be able to restore the 

load in the event of a power outage and long-term lack of 

access to the grid, as well as in the event of consecutive 

outages. 

In [12] energy resiliency modeling for a smart home 

(which is mainly powered by solar energy) with a local EES 

unit has been presented. Moreover, the effect of different 

EES operation strategies on resiliency for different 

generation and consumption patterns have been analyzed in 

this paper. In this paper, demand response programs are not 

used to improve resiliency that, better results will be 

obtained if this issue is considered. Using the idea of 

different strategies for using smart home batteries to 

improve the resiliency of the energy hub is useful due to the 

presence of converters such as CHP, boilers, chillers, etc. 

Also, the presence of heating and cooling energy carriers, 

the use of heating and cooling energy storages in addition to 

electrical energy storage can create more effective results. 

As mentioned earlier, in the energy hub, despite the smart 

grid infrastructure, the necessary ground is provided for the 

use of demand response programs. Therefore, the effect of 

demand response programs along with the idea of different 

battery operation strategies on improving resiliency can be 

examined. Therefore, examining the issue of resiliency and 
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calculating the degree of resiliency using the metric in the 

energy hub can be a significant issue that has not been 

considered based on the knowledge of the authors. 

1.3. Contributions 

This paper proposes a day-ahead scheduling framework 

for a CHP-based energy hub and renewables aimed at 

improving resiliency. The energy hub includes CHP, boiler, 

absorption chiller, electric chiller, electric heating pump 

(EHP) and electrical, heating and cooling energy storages. 

Renewable sources such as wind turbines (WT), 

photovoltaic panels (PV) and solar-thermal panels (ST) have 

also been used to meet part of the electricity and heating 

demand. The hub energy supplies the required energy, gas 

and part of its required electricity through gas and electricity 

networks. Any outage or disruption in the electricity or 

natural gas network will cause heavy damage to the energy 

hub. Improving hub resiliency can reduce outage damage. 

Therefore, in this paper, the increase of resiliency and 

continuity of hub energy during power or gas outages has 

been addressed. Moreover, in order to improve resiliency, 

the DR program for electrical load as well as backup battery 

strategies for all three electrical, heating and cooling loads 

have been employed. The scope of models in the technical 

literature and the contribution of this article are summarized 

in Table 1 (in the appendix). Compared to the existing 

studies, the main contributions of this article can be 

summarized as follows. 

1. An optimization framework for energy scheduling 

of a resilient energy hub with DR programs and backup 

storage has been provided. In the proposed model, the 

operation has been performed in two modes: normal mode 

(connected to the grid) and outage mode of energy carriers. 

2. The sensitivity of operating costs, load shedding of 

different loads during outages of input energy carriers and 

energy hub resiliency in cases with and without the 

participation of customers to price-based DR programs and 

the impact of energy backup storage have been studied in 

the scheduling process that can guarantee resilient operation 

of the energy hub, especially in outages of input energy 

carriers periods. 

3. The most important devices in the energy hub 

(CHP and Boiler), which provide the highest amount of 

energy, consume gas fuel. Also, in areas which their thermal 

demands depend on natural gas, during the gas lines 

contingency face with thermal load shedding disaster. 

Therefore, the study of energy hub resilience during gas 

network outage is one of the important issues studied in this 

paper. Also, resiliency has been calculated for all consumer 

demands (electricity, heating and cooling) using a practical 

and accurate index. 

1.4. Paper Organization 

The rest of this paper has been organized as follows: in 

section 2, the architecture of the energy hub is delineated. In 

section 3, problem formulation is proposed. Case studies and 

numerical results are illustrated in section 4. Finally, some 

related conclusions are derived in section 5. 

2. ARCHITECTURE OF THE PROPOSED ENERGY HUB 

The energy hub is a new evolutionary trend for the 

traditional distribution network, which integrates natural 

gas, electricity, heating, cooling, etc. Fig. 1 shows the 

proposed energy hub architecture, in which electricity and 

gas are considered as input energy carriers. On the other 

hand, WTs, PVs and STs as renewable energy sources are 

the sources of electricity and heating, supplying a part of the 

demands of the energy hub at different hours. Electricity, 

heating and cooling are also identified as energy hub 

outputs. CHP, boiler, absorption chiller, electric chiller, EHP 

as energy converters along with electrical, heating and 

cooling energy storages form the desired energy hub 

architecture. 

One of the essential aspects of energy management is to 

ensure system security and increase network resiliency 

during disturbances [5]. Therefore, the resiliency of the 

system during power or gas outages is studied in this paper. 

Accordingly, in order to manage storages in the multi-carrier 

space of the energy hub, as well as to improve energy 

efficiency and minimize operating costs and calculate 

resiliency a new scheduling framework has been presented 

in this paper as shown in Fig. 2 (in the appendix). The 

energy hub is equipped with an energy management system 

(EMS) to schedule its local resources and to trade energy 

with the main grid. In this scheme, the customers are 

equipped with house energy management controllers and are 

able to respond to the electricity prices by adjusting their 

demand to reduce their consumption costs. 

The operation of the energy hub is decomposed into 

normal and resilient operations. At the normal operation, 

energy hub is connected to the main grid, thus the EMS 

schedules the local DERs. However, when a severe 

disturbance event occurs in the main grid, energy hub can 

switch into resilient operation (i.e., outage mode). In this 

mode, EMS schedules available local resources to supply 

local loads with the lowest mandatory load shedding. Due to 

the presence of several different energy carriers in the hub, 

the priority of load supply during outage is considered based 

on the type of output energy carriers. The first priority is 

related to electricity load supply. The reason for this is that a 

summer day is studied in this article and in summer the 

demand for cooling is high and most of the cooling energy is 

supplied by the electric chiller and EHP, with electricity 

consumption. Although cooling energy supply is very  

 

 

Fig. 1: The energy hub architecture. 
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important in summer, but the second priority is to provide 

heating load, which is due to the supply of some cooling 

energy by the absorption chiller with heating consumption. 

The electrical, heating and cooling energy storages in the 

energy hub can reduce the damage caused by long-term 

outages, and thus improve resiliency by restoring critical 

loads. Moreover, three more backup batteries have been 

provided in this paper to reduce the load shedding during the 

outage hours of energy carriers. In addition to storage 

devices, the DR program has been designed and 

implemented to change the pattern of electricity 

consumption with the aim of further adapting demand with 

generation hence, reducing load shedding and increasing 

resiliency at the outage hours of input energy carriers. 

It should be noted that the cost of purchasing electricity 

from the electricity network, during the outage of the gas 

network, is considered higher than normal. The reason for 

this is more purchases from the electricity network during 

the gas network outage. This cost is defined as a step based 

on the comparison of the purchase of electricity from the 

electricity network in the normal state and the definite state 

of the gas network. Also in this model, demand response 

programs operate during the power network outage, based 

on the price set by the system operator. The price set by the 

operator is based on the percentage rate of load in the outage 

state compared to the normal state. 

3. MATHEMATICAL FORMULATION 

The general formula for the energy hub has been 

considered with respect to the effect of DR implementation 

and backup storage on system resiliency by creating 

different scenarios. This section includes objective function 

formulas, energy converters, and problem constraints. The 

formulation of energy converters has been presented to 

determine the relationship between the devices used in the 

energy hub. 

3.1. The Objective Function 

The objective function (1a) is to minimize the total cost 

of the energy hub across the scheduling horizon, i.e., 

overnight. The cost of an energy hub consists of two terms. 

The first term, defined in (1b), Refers to the cost of the 

energy hub in the conditions connected to the network. The 

second term, defined in (1c), Refers to the cost of the energy 

hub during the outage of the input energy carriers (electricity 

or gas networks).  and include several costs that are defined 

separately. Term, defined in (1d), refers to the  
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t

CostDR P P  
 

(1j) 

cost of fuel (natural gas) CHP and boiler. Term, defined in 

(1e), refers to the cost of buying/selling electricity from/to 

the grid. Term, defined in (1f), refers to the cost of 

photovoltaic panels and wind turbines. Term, defined in 

(1g), refers to the costs of generating cooling and heating 

energy by EHP, electric and absorption chillers, and solar-

thermal panels. Term, defined in (1h), Refers to the cost of 

energy storage by the original storage in the energy hub. 

Term, defined in (1i), Refers to the cost of energy storage by 

the backup storage in the energy hub. Term, defined in (1j), 

refers to the cost of DR. 

3.2. CHP Modeling 

CHP units receive gas as input energy and generate 

electricity and heating simultaneously. Therefore, CHP 

plays a key role in the energy hub by connecting the three 

energy carriers. It should be noted that the electricity and 

heating generation of CHP units are interdependent and 

cannot be controlled separately [13]. In other words, the 

electricity and heating are generated by each CHP unit 

overlap. This means that the electricity generated by the 

CHP limits its heating output and vice versa [3]. Each CHP 

unit has a practical operation area, which shows the 

interdependence of electricity and heating generation. The 

operating cost of CHP units is a function of electricity and  
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heating generated defined as (2a): 
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 1     CHP

tV M t      (2d) 

               CHP CHP CHP CHP

C t A tE E E V t   
 

(2e) 

0                     CHP CHP CHP

t B tH H V t   
 

(2f) 

The feasible operation region for the CHP units studied 

in this paper has been shown in Fig. 3. This region is 

modelled by (2b) - (2d). Equation (2b) models the area 

below the line AB and (2c) models the area above the BC 

line. Also, the area above the CD line has been modeled 

using (2d). In these equations, M represents a very large 

number, and indices , ,A B C  and D represent the four 

margin points of the feasible operation region for CHP. And 
CHP

AE , 
CHP

BE , 
CHP

CE  and 
CHP

DE  are the electrical power 

and
CHP

AH , 
CHP

BH , 
CHP

CH  and 
CHP

DH  are the thermal 

power points of the CHP areas. In (2c) and (2d), if the 

binary variable 
CHP

tV  is zero, the CHP output power and 

heating will be zero. Equations (2e) and (2f) express the 

power and heating generation constraints of CHP units. 

3.3. Boiler Modeling 

The boilers receive natural gas, 
Boiler

tF , as their input 

energy source and convert the consumed gas to heat, 
Boiler

tH , with the conversion efficiency of  

Boiler  in (3a). 

The heating energy generated by the boilers is limited using 

(3b). 

                     Boiler Boiler Boiler

t tF H t  
 

(3a) 

              Boiler Boiler Boiler

min t maxH H H t  
 

(3b) 

3.4. Electric Chiller Modelling 

The electric chiller uses electricity 
EC

tE  to generate 

cooling energy 
EC

tC , where the amount of electricity  

 

 

Fig. 3: Heat-power feasible operation region for the CHP. 

consumed and the cooling generated are related by the 

chiller's coefficient of performance, 
AC

coolCOP ; this 

relationship has been defined in (4a). Also, the cooling 

energy generated by the chiller is limited in (4b). 

                        EC EC EC

t t coolC E COP t  
 

(4a) 

                            EC EC EC

min t maxC C C t  
 

(4b) 

3.5. Absorption Chiller Modeling 

The main difference between an absorption chiller and an 

electric chiller is that the input energy of the absorption 

chiller is heat, while the input energy of the electric chiller is 

electricity. The relationship between consumed heating, 
AC

tH , and generated cooling of the absorption chiller, 

AC

tC , as well as the constraint related to the generated 

cooling of the absorption chiller have been defined in (5a) 

and (5b), respectively. 

                       AC AC AC

t t coolC H COP t  
 

(5a) 

                            AC AC AC

min t maxC C C t  
 

(5b) 

3.6. EHP Modeling 

EHPs are of the most widely used equipment in the 

design of energy hubs, which work with electrical energy. 

These systems use heating stored in air, water and land to 

generate heating or cooling [14-16]. The electricity 

consumed in these systems is used to extract the stored 

heating and not to generate it. In these systems, several units 

of heating are usually extracted from the environment for the 

consumption of one unit of electrical energy [17]. EHPs are 

employed only for heating generation in winter and cooling 

generation in summer [3]. Given that this paper examines a 

summer day, EHP is used only to generate cooling. As 

demonstrated in (6a), power consumption, 
EHP

tE , and 

generated cooling, 
EHP

tC , are interconnected by the EHP 

coefficient of performance, 
EHP

coolCOP . Also, the cooling 

energy generated by EHP is limited by on (6b). 

                           EHP EHP EHP

t t coolC E COP t  
 

(6a) 

                           EHP EHP EHP

min t maxC C C t  
 

(6b) 
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3.7. Storage's Modeling 

Energy storage devices are essential components for 

energy hubs, which have the ability to transfer energy in 

time dimensions. Storage devices store excessive energy or 

low-cost energy, and use it in times of energy shortages or 

high-priced hours [18]. The process of charging and 

discharging energy is similar for all the electrical, heating 

and cooling energy storages, which depends on the 

charge/discharge constraints, storage capacity and technical 

constraints [19]. The amount of energy stored is expressed 

in (7a) for scheduling horizon periods, and the constraints on 

the amount of energy stored are defined in (7b). The 

constraints on the amount of charge and discharge of energy 

have been defined in (7c) and (7d), respectively. Notably, 

the storage cannot charge and discharge energy 

simultaneously and, the binary variable 
,X Y

tu  has been used 

to prevent simultaneous charging and discharging. Equation 

(7e) ensures that the initial charge level of the storage is 

equal to the end of the scheduling horizon. 

, , , , , , , ,

1      , ,X Y X Y X Y ch X Y ch X Y dch

t t t tE E E E X Y t      

 

 (7a) 
, , ,                          , ,X Y X Y X Y

min t maxE E E X Y t    
 

 (7b) 
, , , , ,0                , ,X Y ch X Y X Y ch

t t maxE u E X Y t     
 

 (7c) 

 , , , , ,0 1     , ,X Y dch X Y X Y dch

t t maxE u E X Y t      
 

 (7d) 
, ,

24 0                                      ,X Y X YE E X Y  
 

(7e) 

Superscript X indicates the type of storage in terms of 

energy stored in it, which is electrical energy storage (EES), 

heating energy storage (HES) and cooling energy storage 

(CES), whereas the superscript Y indicates the type of 

storage, i.e., original (O) or backup (B). 
,X Y

tE is the energy 

stored after charging/discharging energy, while 
,

1

X Y

tE   is the 

energy stored before charging/discharging energy at time t. 
, ,X Y ch

tE is the charge rate and 
, ,X Y dch

tE  is the discharge rate 

at time t. 

3.8. DR Program Modeling 

DR program is an efficient tool for transferring load 

from peak to off-peak hours in order to optimally manage 

the energy hub [20], reduce electricity and natural gas 

consumption, as well as energy hub costs [21]. In this paper, 

in addition to the aforementioned applications, the DR 

program has been used as a tool to reduce the load shedding 

during the outage of energy carriers and increase resiliency. 

The following equations show the formulation of DR 

program constraints. 

Equation (8a) show the balance between shifted high 

and low of electrical load. Or, in other words, the load 

shifting from high price time, 
,high DR

tP , had to be done 

equally at a lower price time, 
,low DR

tP . Equation (8b) 

express the limits allowed for the shifted high load at the 

low-price time with respect to the percentage of 

participation in the DR. The allowable limits for the shifted 

low load at the high price time and with respect to the 

percentage of participation in DR is expressed by (8c). 

Equation (8d) also states a constraint to prevent 

simultaneous load changes during high price hours and low-

price hours, for which the binary values   low

tI  and   high

tI  

have been used. 

24 24
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 0                   low DR low DR D low
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(8c) 

0 1                                   high low

t tI I t   
 

(8d) 

3.9. Constraints of Connection Lines 

The amount of electricity exchanged with the power 

grid, 
EDS

tE , and the gas exchanged with the gas network, 

NGDS

tF , should not exceed the maximum connection line 

between the energy hub and the electricity and natural gas 

network, where the constraints have been defined in (9a) and 

(9b). 

                                  EDS EDS EDS

min t maxE E E t  
 

(9a) 

0                                   NGDS NGDS

t maxF F t  
 

(9b) 

3.10. Energy Balance 
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 Balance in the heating sector 
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 Balance in the cooling section 
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C C E

C E t

   

 
 

(10c)  

3.11. Resiliency Modeling 

Resiliency is the ability of a system to tolerate the 

events with a low probability of occurrence and high 

destructive effects by minimizing outages and returning to 

normal operation of the power system [22]. In power 

systems, load shedding is widely known as a disturbance 

which directly affects the system restoration process [23]. In 

the proposed model, the gas or electricity networks outage 

has been considered for the energy hub, and the effect of the 

participation of the power DR program and the backup 

storage on the load shedding and resiliency of the system is 

investigated. From the point of view of the system resiliency 
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index presented in Ref. [23], system performance is defined 

as the load supply at any time t as shown in Fig. 4. It should 

be noted that the lower the load shedding and the more 

resilient the system, the smaller the hatched area [23]. 

Then, the resiliency of the system can be determined as 

follows: 

   
1

0
0 1

t

t
Resilience Q t Q t dt   

 
(11) 

This index is used to assess the overall resiliency of the 

system under a particular disturbance.  0Q t  represents 

the load supply in normal state.  1Q t  denotes the load 

shedding after a gas or power outage in the time interval

 0 1,t t . 

4. NUMERICAL STUDIES 

4.1. Data and Assumptions 

As mentioned earlier, the sample energy hub has been 

connected to the electricity and natural gas networks, and 

supplies its natural gas and part of the electricity demand 

through the electricity and natural gas networks. The 

maximum amount of electricity and gas received from 

electricity and natural gas networks are 0.78 and 0.6 MW/h, 

respectively. This paper has studied the resiliency of an 

energy hub during a power or gas network outage for 9 

consecutive hours during a day (a typical summer day). 

Electrical, heating and cooling demands on this summer day 

have been shown in Fig. 5. In the desired energy hub, wind 

and solar energy has been used to meet a part of consumer 

demand. The output power of wind turbine, photovoltaic 

panel and solar-thermal panel has been shown in Fig. 6. 

Also, the cost of electricity and natural gas has been 

presented in Fig. 7, and information about the parameters of 

the energy hub components is summarized in Table 2 (in the 

appendix). Changes in the cost of purchasing electricity 

from the electricity network during the gas network outage 

are shown in Table 3. Also, the price set by the operator for 

the utilization of load response programs during the power 

outage, based on the cost of the power grid in normal mode 

is shown in Table 4. It is noteworthy that the proposed 

design has been formulated as an MINLP problem and is 

solved by GAMS [24] software and SBB solver. The SBB 

solver is used in GAMS software to solve MINLP models. 

The problem-solving method by this solver is usually based 

on a combination of standard branch and bound methods 

[25]. The average computation time on a core i5 PC, 2.6 

MHz with 8 GB of RAM is less than a minute. 

4.2. Case Studies 

With the aim of analyzing the optimal operation of the 

energy hub and investigating the effect of DR program and 

backup storages on reducing load shedding and increasing 

system resiliency during the hours of gas or electricity 

networks outage, six different scenarios are examined (Table 

5). In scenarios 1, 2 and 3, the energy hub resiliency is 

studied during the natural gas network outage. In scenario 1, 

no measures have been considered to increase the resiliency. 

In Scenario 2, backup storages, and in Scenario 3, backup  

 

 

Fig. 4: Resiliency triangle. 

 

Fig. 5: The electrical, heating and cooling demand of the 

energy hub. 

 

Fig. 6: Output power of WT, PV and ST. 

 

Fig. 7: The cost of electricity and gas. 
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Table 3: Changes in the cost of purchasing electricity from 

the grid during the outage network gas  

The difference between buying electricity 

from the network in the normal state and the 

outage state of the gas network (MW) 

Price($) 

0 
GE

t
 

0.001-0.2 1.05 GE

t
 

0.201-0.4 1.1 GE

t
 

0.401-0.6 1.15 GE

t
 

0.601-0.8 1.2 GE

t
 

 

Table 4: The price set by the operator for the use of demand 

response programs during power network outage 

The percentage of load in the outage state 

compared to the normal state 
Price($) 

0 – 20% 1.2 GE

t
 

21% - 40% 1.15 GE

t
 

41% - 60% 1.1 GE

t
 

61% - 80% 1.05 GE

t
 

81% - 100% 
GE

t
 

 

storages and DR program have been used simultaneously 

with the aim of enhancing resiliency in the energy hub. In 

Scenarios 4, 5 and 6, resiliency has been studied during the 

power outage. In Scenario 4, as in Scenario 1, no backup is 

provided to make the system resilient. In Scenario 5, only 

backup storages and in Scenario 6, in addition to backup 

storages, the DR program has been used to increase 

resiliency. 

4.3. Simulation Results 

4.3.1. Energy balance in scenarios related to gas network 

outages 

 Electrical balance 

The electrical balance for the first three scenarios, 

which are related to the gas network outage, has been shown 

in Fig. 8. In this figure, the upper bar charts show generation 

and the lower bar charts show consumption. CHP is one of 

the devices used to reduce energy purchases from the power 

grid, and consequently decrease operating costs in energy 

hubs. The CHP is switched off with gas network outage 

between 9- and 17-hours local time due to the gas fuel it 

uses. The CHP generates almost as much power as possible 

during all the hours it is in the circuit. This value shows the 

power generation corresponding to above point B in the  

 

Table 5: Scenarios 

DR 

program 
Backup 

storage 

Outage of 

Scenario Electricity 

network 
Gas 

network 

- - - * 1 

- * - * 2 
* * - * 3 

- - * - 4 

- * * - 5 
* * * - 6 

 

operational area applicable to CHP in Fig. 3. According to 

Fig. 8, in all the first three scenarios, the purchase of 

electricity is less than EDS during the connection hours of 

the CHP. This is because the generation by CHP is cheaper 

than buying from EDS. However, during CHP outage, the 

amount of electricity purchased from the grid is at its 

maximum value of 0.78 MWh. Another efficient tool used 

in this energy hub to meet part of the electricity demand is 

renewable energy sources such as WT and PV. The 

maximum electricity generated by WT is 0.152 MW/h and 

the maximum generated electricity by PV is 0.204 MW/h, 

which reduces operating costs by generation. The original 

EES charge/discharge pattern is influenced by electricity 

tariffs.  

In the first three scenarios, the original EES starts 

loading at low price hours and in case of excess electricity, 

the original of electricity stored in the original EES 

decreases at high price hours and if needed during CHP 

outage hours. As observed in Fig. 8, in the early hours of the 

day (1-3) and also sometimes in the middle hours of the day 

(11-14) when electricity costs are low, the original EES is 

charging. Also, in the hours 7-10 and 15-19 that the cost of 

electricity is high or there is a shortage of electricity, it is 

discharging energy. Therefore, the original EES system 

causes less energy to be purchased from the grid at high 

price hours and the cost of operating the energy hub is 

reduced. In scenarios 2 and 3, backup EES has also been 

used in addition to the original EES system. According to 

Fig. 8, in Scenario 1, which does not use backup EES and 

DR, the load shedding during the CHP outage hours is 

significant. But in Scenario 2, some of the load related to 

CHP outage hours is supplied by backup EES, and the load 

shedding is less than that in Scenario 1. In Scenario 3, a DR 

program has been also used in addition to the backup EES. 

With the participation of the DR program, some of the load 

related to the CHP outage hours has been transferred to the 

off-peak hours when the CHP is connected, and the load 

shedding has been reduced compared to scenarios 1 and 2. 

 Cooling balance 

The cooling balance for the first three scenarios has 

been shown in Fig. 10. In this figure, the upper bar charts 

show generation and the lower bar charts show 

consumption. Due to the fact that we have a summer day to 

study, the demand for cooling is high. Therefore, electric 

chiller, absorption chiller, EHP and CES have been used to  
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(a) 

 
(b) 

 
(c) 

 

Fig. 8: Electrical balance in three scenarios related to gas 

network outages, (a) Scenario 1, (b) Scenario 2, and (c) 

Scenario 3. 

supply the cooling demand. In the early and last hours of the 

day, which are off-peak heating hours, most of the cooling 

demand is met by the absorption chiller. The reason for this 

is the use of heating energy by absorption chiller to generate  

 

 
(a)  

 
(b) 

 
(c) 

 

Fig. 9: Cooling balance in three scenarios related to gas 

network outage, (a) Scenario 1, (b) Scenario 2, and (c) 

Scenario 3. 

cooling. After the absorption chiller, the electric chiller is 

more economical than EHP to generate cooling energy due 

to its higher coefficient of performance, as it uses less 

electricity to generate cooling energy. Absorption chiller 

generates cooling energy only at off-peak heating hours and 

electric chiller at almost all hours. EHP also helps generate 
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cooling energy during peak cooling hours. Like the HES, the 

original CES stores excess cooling generation in the early 

hours of the day, which are off-peak cooling hours, and the 

original CES in the discharge mode during the outage hours 

of the gas network when there is a cooling load shedding 

and a lack of this energy. According to Fig. 9, the cooling 

load shedding is too high in Scenario 1 where there is no 

backup CES and DR program. But in Scenario 2, due to the 

use of backup CES and its help to supply a part of the 

cooling demand, the load shedding is less than that in 

Scenario 1. In Scenario 3, using backup CES and DR, the 

cooling load shedding compared to Scenario 2 has changed 

at different hours. 

 Heating balance 

The heating balance for the first three scenarios has 

been shown in Fig. 10. In this figure, the upper bar charts 

show generation and the lower bar charts show 

consumption. CHP also generates heating at the same time 

as generating electricity. The generated heat, like the 

electricity in all hours of the CHP ON state, is almost at the 

maximum possible value corresponding to point B in the 

CHP operating range. Therefore, for all hours, the CHP 

operating point changes with the AB line, where the 

electricity varies between 0.45 to 0.6 MWh, and the heating 

generated varies up to a maximum of 0.55 MWh. In addition 

to CHP, a boiler has been also used to generate heating 

energy in this energy hub. Boiler, like CHP, reduces the cost 

of operating an energy hub due to the use of natural gas as 

fuel. The boiler is also disconnected during the outage hours 

of the gas network. During all the hours that the boiler is in 

circuit, the heating output is very close to the maximum 

possible value. Due to the fact that there is no device for 

generating heating in the energy hub other than the boiler 

and CHP, the heating load shedding is significantly high. 

Since heating energy, in addition to meeting the demand for 

cooling generation is used to a large extent, the load 

shedding is also slightly reduced by using the backup HES. 

Moreover, since electricity load is not used in heating 

generation, DR has little effect on heating load shedding. 

According to Fig. 10, a small portion of the heating energy 

is supplied by ST, with a maximum output of 0.108 MWh. 

The original HES system helps to manage the hub energy to 

reduce operating costs. This system supplies the hub's 

energy demand by charging and discharging when needed. 

According to Fig. 9, the original HES is in the charging 

mode in the early hours of the day (1-6) when the boiler and 

CHP are in circuit and the heating energy is excess and, it 

helps to meet the demand by draining the heating in the 

outage hours of the gas network when there is a shortage of 

heating energy. 

4.3.2. Energy balance in power outage scenarios 

 Electrical balance 

The electrical balance for the second three scenarios, 

which are related to the electrical network outage, has been 

shown in Fig. 11. In this figure, the upper diagrams show the 

electricity generation and the lower bar diagrams show the 

electricity consumption. Energy hubs supply a part of the 

electricity they need to supply the power for their through 

the electrical network. Disconnecting the energy hub from  

 

 
(a) 

 
(b) 

 
(c) 

 

Fig. 10: Heating balance in three scenarios related to gas 

network outages, (a) Scenario 1, (b) Scenario 2, and (c) 

Scenario 3. 

the electrical network for a few hours will cause much 

damage to the energy hub. According to Fig. 11, the 

connection of the electrical network with the energy hub has 

been terminated during 9-17 hours local time. During these  
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(a) 

 
(b) 

 
(c) 

 

Fig. 11: Electrical balance in three scenarios related to 

electrical network outage, (a) Scenario 4, (b) Scenario 5, and 

(c) Scenario 6. 

hours, the CHP generates maximum electricity to 

compensate for the outage of electrical network. In the 

second three scenarios, as in the first three scenarios, 

renewable sources such as PV and WT have been used to 

meet a part of the electricity demand. According to Fig. 11, 

in the second three scenarios, the charging/discharging 

pattern of the original EES is affected by electricity prices 

defined by the operator and begins to store energy in the 

early hours of the day due to low electricity prices. In 

addition, it is in discharging mode in high price hours and 

hours when there is a shortage of electricity. According to 

Table 2 (in the appendix), in Scenarios 5 and 6, backup EES 

is also used in addition to the original EES. In Scenario 4, 

which does not use backup EES and DR, the electrical load 

shedding is significantly high. In Scenario 5, which uses 

backup EES during a power outage, the load shedding is less 

than that in Scenario 4. Using DR along with the backup 

EES in Scenario 6, the electrical load shedding is 

significantly reduced compared to Scenarios 4 and 5. 

 Heating balance 

The heating balance for the second three scenarios has 

been shown in Fig. 12. In this figure, the upper bar graphs 

show heating generation and the lower bar graphs show 

heating consumption. According to Fig. 12, with the outage 

of electrical network, the heating load shedding does not 

occur and the CHP and the boiler meet all the heating 

demands being in the circuit. According to Fig. 12, the CHP 

and the boiler have their maximum generation at almost all 

hours in the second three scenarios. This is due to the 

replacement of heating energy for electricity for cooling 

generation, during the hours of the electricity network 

outage. In these three scenarios, a small part of the heating 

energy is provided by ST. In the second three scenarios, as 

in the first three scenarios, the original HES is in the 

charging mode during the hours when there is excess heating 

energy and during the hours of electrical network outage, 

when more heating is used to generate cooling. During the 

hours of lack of heat, the original HES is discharged to help 

meet heating demand. 

 

 Cooling balance 

The cooling balance has been demonstrated in Fig. 13 

for the second three scenarios. In this figure, the upper bar 

diagrams show the cooling generation and the lower bar 

diagrams illustrate the cooling consumption. As can be seen 

in Fig. 13, the electrical network outage cause cooling load 

shedding, and since the boiler and CHP generate heating at 

all hours, most of the cooling demand is supplied by the 

absorption chiller. Like the first three scenarios after the 

absorption chiller, the electric chiller has the highest 

contribution in cooling energy generation. The EHP also 

helps meet demands for cooling during peak cooling hours, 

which is equivalent to off-peak electricity hours, due to the 

use of electricity to generate cooling. The original CES is 

also in charge mode during off-peak hours and in discharge 

mode during peak hours. According to Fig. 13, the cooling 

load shedding is too high in Scenario 1 where there is no 

backup CES and DR program. But in Scenario 2, due to the 

use of backup CES and its help to supply a part of the 

cooling demand, the load shedding is less than that in 

Scenario 1. In Scenario 3, using backup CES and DR, the 

cooling load shedding is reduced to zero. 

4.3.3. Scheduling the operation of backup storages and 

implementation of the DR program 

As shown in Table 5, backup storages have been used in  
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(a) 

 

(b) 

 
(c) 

 

Fig. 12: Heating balance in three scenarios related to 

electrical network outage, (a) Scenario 4, (b) Scenario 5, and 

(c) Scenario 6. 

Scenarios 2, 3, 5, and 6. Fig. 14 shows the operation 

schedule of backup storages in 4 scenarios. In this figure, the 

upper bar diagrams show the battery discharge mode and the 

lower bar diagrams demonstrate the battery charge mode.  

 

 
(a) 

 
(b) 

 
(c) 

 

Fig. 13: Cooling balance in three scenarios related to 

electrical network outage, (a) Scenario 4, (b) Scenario 5, and 

(c) Scenario 6. 

Backup storages are in discharge mode in 4 scenarios during 

9-17 hours local time, which are the outage hours of input 

energy carriers. And due to successive discharges, the level 

of energy stored in the backup storage devices decreases. 

Therefore, they are in charging mode in the last hours of the  
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(a) 

 
(b) 

 
(c) 

 
(d) 

 

Fig. 14: Scheduling of backup storages operations, (a) 

Scenario 2, (b) Scenario 3, (c) Scenario 5, and (d) Scenario 

6. 

day to maximize their reserve amount to be ready to support 

any outages the day ahead. According to Fig. 14, in Scenario  

 

 
(a) 

 
(b) 

Fig. 15: Scheduling of DR program implementation, (a) 

Scenario 3, and (b) Scenario 6. 

2, the battery works longer than in Scenario 3 in discharge 

mode, because of the effect of the DR program used in 

Scenario 3 on the displacement of the electrical load over 

time. Scenarios 5 and 6 are related to electrical network 

outages. As shown in the section on energy balance, the only 

results of electrical network outage is electrical and cooling 

loads shedding. However, diagrams in Scenarios 5 and 6 

show that the backup heating battery are also 

charging/discharging. Moreover, since electricity is used to 

generate cooling and heating, the activity of heating and 

cooling backup batteries reduces the need for electricity, 

hence reducing electrical load shedding. 

According to Table 5, the DR program has been used in 

two Scenarios 3 and 6 in order to flatten the demand curve. 

Fig. 15 shows the scheduling of load changes by executing a 

DR program for the two scenarios. According to Fig. 15, the 

electricity load has shifted from the hours of high electricity 

prices, to off-peak hours and low prices. Consequently, it 

has a great effect on reducing load shedding and improving 

resiliency in the outage hours of input energy carriers. 

4.3.4. Resiliency and economic analysis of energy hub 

According to Fig. 16 and the results obtained above, the 

effect of proper use of backup storages and participation of 

DR program in the optimal operation of the energy hub can 

be observed. In this paper, the resiliency of the energy hub 

has been calculated according to the total electrical, heating 

and cooling load shedding in the outage hours of natural gas 

or electricity network for the six scenarios, since there is a  
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Fig. 16: Load shedding in six scenarios, a) Scenario 1, b) Scenario 2, c) Scenario 3, d) Scenario 4, e) Scenario 5, and f) 

Scenario 6. 

 

relationship between electricity, heating and cooling loads. 

Also, the cost of load penalties is not provided and the total 

cost for all six scenarios have been presented in Table 6 (in 

the appendix). The first three scenarios in Table 6 are 

associated with gas network outages. According to Table 6, 

the total cost in Scenario 1, where the backup storage and 

DR program is not used, is 5600.134$. Nonetheless, the total 

cost for Scenario 2 where only backup storage is used and 

for scenario 3, where the DR program has been used in 

addition to backup storage, has decreased to 5310.221$ and 

4815.829$, respectively.  

According to Table 6, the resilience of the whole system 

and the amount of load shedding at the hours of the natural 

gas network outage in the first three scenarios are equal to 

21.764 – 23.182 - 27.335MWh and 16.148 - 15.024 - 

10.826MWh, respectively. Also, the Percentage of resiliency 

of the whole system at the hours of the natural gas network 

outage in the first three scenarios is equal to 57.40%, 

60.67% and 71.63%, respectively. These values indicate an 

increase in the resiliency of the energy hub through backup 

storage and DR during outage hours of the gas network. The 

second three scenarios in Table 3 are associated with power 

outages. According to Table 6, the total cost in Scenario 4, 

which lacks backup storage and DR, is 3448.813$, and the 

total cost for Scenario 5, where only backup storage has 

been used, and Scenario 6, where both backup storage and 

DR have been used, has decreased to 3085.937$ and 

2808.270$, respectively. According to Table 6, the resilience 

of the whole system and the amount of load shedding at the 

hours of the power network outage in the second three 

scenarios are equal to 32.261 – 36.256 – 37.738MWh and 

6.295 - 4.154 - 1.697MWh, respectively. Additionally, the 

resiliency of the system in the second three scenarios is 

83.67%, 89.72% and 95.69%, respectively, which indicates 

an increase in resiliency in Scenarios 5 and 6 compared to 

Scenario 4.  
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5. CONCLUSION 

In this study, we investigated the optimal energy hub 

scheduling based on CHP and renewable resources with the 

aim of minimizing costs and improving resiliency. Backup 

storages and DR program have been used in order to 

improve resiliency and reduce load shedding during power 

outages or natural gas. The proposed strategy has been 

evaluated by conducting extensive numerical studies in the 

form of multiple scenarios, and a numerical metric has been 

employed to accurately calculate resiliency. The results 

show that, in the event of a gas network outage, the use of 

backup storage alone will improve resiliency and reduce 

operating costs by 3.27% and 289.913$, respectively. Also, 

if DR programs are practiced alongside backup storage, the 

reduction in the resiliency improvements and operating costs 

will be 14.23% and 784.305$, respectively. In addition, 

during electrical network outage, the use of backup storage 

alone will improve resiliency and reduce operating costs by 

6.05% and 362.876$, respectively. Also, in the case of the 

application of DR programs alongside backup storage, the 

resiliency improvements and operating costs decrease will 

be 12.02% and 640.543$, respectively. Therefore, the 

proposed strategy in the condition of the outage of input 

energy carriers can significantly improve the resiliency and 

reduce the operating cost of the hub. 
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APPENDIX 

Table1: Summary of literature review and scope and contribution of this article 

References [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] 
This 

study 

Operation mode 
Grid-Connected √ √ √ √ - - √ √ - √ - √ 

Network outage - - - √ √ √ √ √ √ √ √ √ 

Power network outage - - - - - √ √ √ √ √ √ √ 

Gas network outage - - - √ √ - - - - - - √ 

Improves power load shedding during outages - - - - - √ √ √ √ √ √ √ 

Improves heating and cooling load shedding 

during outages 
- - - √ √ - - - - - - √ 

Calculate rates of resiliency by the index - - - - √ - - - - - - √ 

CHP √ √ √ √ - - √ - - - - √ 

Boiler √ √ √ √ - - - - - - - √ 

Chiller √ √ √ - - - - - - - - √ 

EHP - √ - - √ - - - - - - √ 

Renewable energy √ - √ √ - √ √ - √ - √ √ 

Energy storage √ √ √ √ - √ - √ √ √ √ √ 

Study the impact of storage on resiliency - - - - - - - √ √ √ √ √ 

DR √ √ √ - - √ √ - - - - √ 

Study the impact of DR on resiliency - - - - - √ √ - - - - √ 
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Table2: Parameters of energy hub components 

Renewable resource parameters 
PV    151                 WT    28                         ST   126 

CHP parameters 

a  0.1035    34.5 b            c  26.5          d  0.025             e  2.203              f  0.051 
CHP

AH  0 CHP

BH  0.55            
CHP

CH  0.4 CHP

DH  0 

CHP

AE  0.6 CHP

B E  0.45           
CHP

CE  0.1                 CHP

DE  0.2 

Boiler parameters 

min

BoilerH  0                      
max

BoilerH  0.5           
 

Boiler  0.95 

Electric chiller parameters 

EC

minC  0             
EC

maxC  0.7034               
EC

coolCOP  4               
EC  2 

Absorption chiller parameters 

AC

minC  0               
AC

maxC  0.7034           
AC

coolCOP  1.2          
AC  2 

EHP parameters 

EHP

minC   0                       
EHP

maxC   0.45            
EHP

coolCOP  2.5        
EHP  1 

Original electrical energy storage parameters 
,EES O

minE  0.4               
,   EES O

maxE  1.8          
, ,  EES o ch

maxE  0.7         
, ,  EES o dch

maxE  0.7            
, ,

   EES o ch  0.9 

, ,

   EES o dch  0.9              
,

0

EES OE  0.4          
,EES O   1 

Power backup storage parameters 
,EES B

minE  0.035             
,  EES B

maxE  0.7            
, ,  EES B ch

maxE  0.105    
, ,  EES B dch

maxE  0.105        
, ,

   EES B ch  0.9 

, ,

   EES B dch  0.9              
,

0

EES BE   0.7           
,EES B   1 

Original heating energy storage parameters 
,HES O

minE  0                    
,  HES O

maxE  1.8           
, ,  HES o ch

maxE  0.7        
, ,  HES o dch

maxE  0.7            
, ,

   HES o ch  0.96 

, ,

   HES o dch  0.96            
,

0

HES OE  0.4           
,HES O  1 

Heating backup storage parameters 
,HES B

minE  0.035             
,  HES B

maxE  0.7         
, ,  HES B ch

maxE  0.105     
, ,  HES B dch

maxE  0.105        
, ,

   HES B ch  0.96 

, ,

   HES B dch  0.9            
,

0

HES BE   0.7          
,HES B 1 

Original cooling energy storage parameters 
,CES O

minE  0                    
,  CES O

maxE  1.8             
, ,  CES o ch

maxE  0.2         
, ,  CES o dch

maxE  0.7            
, ,

   CES o ch  0.98 

, ,

   CES o dch  0.98           
,

0

CES OE   0.4              
,CES O  1 

Cooling backup storage parameters 
,CES B

minE  0.035             
,  CES B

maxE  0.7          
, ,  CES B ch

maxE  0.105   
, ,  CES B dch

maxE   0.105        
, ,

   CES B ch  0.98 

, ,

   CES B dch  0.98            
,

0

CES BE   0.7          
,CES B  1 

Electricity DR parameters 
,

 

high DRpar  30%          
,

 

low DRpar   30 %         
E   1                     

 

Table 6: Results in various case studies 

)%(Resiliency Resiliency (MWh) Load shedding (MWh) ()$Total cost Scenario 

57.40% 21.764 16.148 5600.134 1 
60.67% 23.182 15.024 5310.221 2 
71.63% 27.335 10.826 4815.829 3 
83.67% 32.261 6.295 3448.813 4 
89.72% 36.256 4.154 3085.937 5 
95.69% 37.738 1.697 2808.270 6 
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 Demands profile
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 Model of  DR program

 Energy storage  model

 Energy hub component parameters
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  Evaluation of the objective function

(Minimization of energy hub costs)

  Evaluation of balances

(Electrical, heating and cooling balance)
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  Operating costs
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  The rate of electricity exchange with the electricity network

 

Fig. 2: The proposed scheduling framework. 
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