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Abstract: One of the main challenges in the field of control is the use of a stable controller and its lack of dependence on 

the system model and dynamics, so that the input signal is applied to the system based on the existing needs. One of the 

areas that needs controlling and applying the input signal is type 1 diabetes, where people with this disease need constant 

and regular insulin injections based on blood glucose concentration. Based on this, in this article, two free model methods 

called the Q-learning algorithm and PID have been used to determine insulin dose, and the results of insulin dose injection 

show the results and high performance of the Q-learning algorithm in determining insulin dose. This algorithm is one of 

the methods based on artificial intelligence that discovers the optimal policy based on trial and error. Finally, the Q-

learning algorithm has been investigated in the presence of noise, and its stability has been proven to ensure the 

performance of the controller. 
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1. INTRODUCTION 

The human body needs energy to perform daily 

activities, and the most important source of this energy is 

glucose, which enters the body through daily nutrition. 

Glucose provides the necessary energy for cells, making 

physical and mental activities possible. The concentration of 

glucose in the body must be maintained at a certain level. The 

pancreas secretes the hormones insulin and glucagon to 

regulate blood glucose (BG), as the functions of these two 

hormones complement each other. Insulin helps lower plasma 

glucose when it is high, and glucagon raises it when plasma 

glucose is low. Diabetes is one of the most common endocrine 

diseases that occurs due to damage to the beta cells in the 

pancreas, so insulin is not secreted in sufficient amounts to 

regulate BG. As a result, the patient's BG level increases from 

the normal range of 80-110 mg/dL. Hyperglycemia results 

from anomalies in either insulin secretion or insulin action or 

both and manifests in a chronic and heterogeneous manner as 

carbohydrate, fat, and protein metabolic dysfunctions [1,2]. 

In general, diabetes is divided into two main types and 

several subtypes: 

Type 1 diabetes (T1D), formerly known as juvenile-

onset diabetes or insulin-dependent diabetes, in which the 

body's immune system mistakenly attacks and destroys beta 

cells in the pancreas, resulting in reduced insulin production, 

or it stops completely. People with this type of diabetes need 

insulin injections. Type 2 diabetes (T2D) is more common in 

adults. In this type of diabetes, the body does not use insulin 

effectively or does not produce enough insulin. The cause of 

this type of diabetes can be obesity, inactivity and improper 

diet and lifestyle. Gestational diabetes (GD) is a type of 

diabetes that occurs during pregnancy, and the hormones 

released during this period cause the body to resist insulin, 

which usually resolves after the birth of the baby. There are 
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other types of diabetes that are less often seen in people who 

have chemotherapy due to drug use [3]. 

T1D is the third most common chronic disease of 

childhood, affecting 1 in 300 children, and there is a 

consensus that its incidence is increasing [4]. Although 

significant progress has been made in the timeline of 

diagnosis, medical management and prevention and treatment 

of complications, T1D is still a disease with a significant 

burden with psychological, medical and financial damages 

for sufferers and their families [5]. Considering that in 

patients with diabetes, people with T1D require continuous 

insulin injections, this category of patients needs special 

attention. In T1D, the pancreas is unable to produce insulin or 

produces very little insulin, so these patients must inject 

insulin regularly to keep their BG levels within a normal 

range. 

Many studies have been presented in the field of T1D 

control and optimal insulin injection.  

Different controllers and methods have been used in 

different fields using machine learning techniques such as 

neural networks, deep learning and their combination. Also, 

in various studies, various types of traditional controllers 

have been used to determine the dose of insulin, and a number 

of mathematical models related to the diagnosis of diabetes 

have been reviewed and presented. Therefore, the collection 

of these models helps to determine the amount of insulin 

needed to control the disease. The goal of controllers should 

be to determine insulin dosage based on non-maximization of 

the model and achieve that goal through interaction with the 

desired model. 

During their research, Babar et al. [9] designed an 

artificial pancreas using Bergman's minimal model and 

sliding mode control (SMC) and second-order sliding mode 

control (SOSMC) control techniques. In their results, the use 

of SOSMC led to better results and fewer complications than 

the SMC method.  Matamoros-Alcivar et al. [10] used the 

model predictive control (MPC) controller and compared it 

with the proportional–integral–derivative (PID) controller in 

order to investigate and compare the effects of diets, disorders 

and other factors related to T1D patients. Single-network 

adaptive critical neural networks (SNAC), which are based on 

linear optimum control, were used in the research by Faruque 

and Padhi [11]. This article's main goal is to simulate how the 

human pancreas works, which is to continuously detect BG 

levels and then inject insulin in response to those findings. 

Tornese et al. [12] used a Hybrid Closed-Loop (HCL) 

programmed into an insulin pump to limit the spread of the 

coronavirus as well as the high vulnerability of people with 

T1D in this pandemic. In this method, insulin is injected 

automatically and semi-automatically based on the BG 

concentration measured by the sensors. The results of their 

research indicated that despite the quarantine, diabetes was 

controlled well and with acceptable results. Mosavi et al. [13] 

have presented a new approach in the control of T1D, which 

includes fuzzy logic and the modified Bergman model. They 

have used second type fuzzy logic system (T2FLS) to 

compensate the error and guarantee the stability. In this 

research, meal, patient activities and disorders are also 

considered to evaluate the stability of the controller. The 

results show that the BG level using this method, compared 

to other methods, returns to its base and reference value after 

a short period of time. Nimri et al. [14] used a smart method 

to compare with doctor's prescriptions. The proposed method 

was to use decision support system (AI-DSS) and studies 

were conducted to determine whether frequent adjustments in 

this system are as effective as the doctor's prescription or not. 

During the six-month trial, different races and food styles 

were used on patients, the results of which indicated that 

during this research, severe complications of diabetes were 

reported by the doctor in three people, and no case was found 

in the proposed method. In conclusion, using an automated 

decision support tool to optimize insulin pump settings 

resulted in better outcomes than physician prescribing. For 

individuals with T1D, Patra et al. employed a continuous time 

model predictive controller (CMPC). They carried out a 

comparison analysis with H-infinity, a PID controller, a linear 

quadratic regulator (LQR/LQT), and linear quadratic 

Gaussian (LQG) control to support the efficacy of the 

controller. The correctness and robustness of the controllers' 

efficiency have been verified by simulation. The suggested 

controller's performance is described in terms of its capacity 

to monitor 81 mg/dL of BG in the presence of random and 

Gaussian noise [15]. Reference [16] addresses the problem of 

developing control algorithms for type 1 diabetic patients that 

provide an automatic connection between continuous glucose 

monitoring and insulin injection with model free adaptive 

controller. Reference [17] presents in-silico design and 

verification of an advanced multi-agent reinforcement 

learning (RL) strategy for personalized glucose regulation in 

individuals diagnosed with type 1 diabetes (T1D). 

Complications of diabetes include two categories, acute 

and chronic. One of the acute complications of people with 

diabetes is diabetic ketoacidosis, which is caused by an 

increase in blood sugar concentration of more than 250 

mg/dL and acidification of the blood, and the use of fat and 

protein by cells as an energy source leads to the release of 

acids. Free fat, cholesterol enters the bloodstream and can 

lead to coma and death. This complication occurs mainly in 

T1D and sometimes in T2D. Chronic complications can be 

kidney complications due to high BG and destruction of 

glomeruli as kidney purifiers. Also, diabetes can include 

severe complications such as blindness caused by retinal 

damage, heart diseases, digestive diseases, etc. [6-8]. 

It is evident from the literature review that different 

studies have employed different approaches to manage 

diabetes. Some of these techniques are based on the system 

model, which has drawbacks because of its unique structure 

and is unable to adequately take into account all the intricate 

details of managing diabetes. Linear models are typically 

utilized in other studies, however because of their lack of 

comprehensiveness, they are unable to account for all 

illnesses and variations in the patients' bodies. However, 

several studies have employed artificial intelligence 

techniques in place of conventional models. These techniques 

can handle massive volumes of data and offer more flexible 

and ideal diabetes management solutions. Artificial 

intelligence-based decision support systems, for instance, 

have improved the precision of BG control over conventional 

techniques by making necessary adjustments. All of these 

approaches have advantages and disadvantages, and the best 

approach will rely on the particular circumstances of the 

patients as well as the objectives of the researchers. 
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The main goal of this study is to improve and optimize 

the dose of injectable insulin for these patients. To achieve 

this goal, model free controller based on reinforcement 

learning (RL) method is used to calculate and adjust the 

appropriate dose of insulin by continuously monitoring the 

BG level and taking into account the daily activities, diet and 

individual needs of each patient. 

According to the above mentions, in the following 

points, the contribution of this paper can be summarized as: 

• Model free RL method has been used to adjust 

the dose of insulin. 

• The performance of proposed method has been 

compared with performance of PID controller. 

• The ability of the proposed controller in 

handling noise has been investigated  

This paper is presented as follows: methodology is 

described in Section 2. Section 3 is presented the control 

methods. Simulations and results are presented in Section 4. 

Finally, Section 5 concludes the paper. 

2. METHODOLOGY 

According to the review of the literature and the methods 

used in the control of BG concentration in diabetic patients, 

in some cases controllers have been used that are dependent 

on the system model or they have used non-linear and non-

comprehensive models in their studies that lead to gaps.  In 

this regard, this paper uses two model-free methods based on 

classical PID controller, Q-learning algorithm as a sub-branch 

of machine learning. The desired process is done by 

measuring the BG concentration by the sensors and 

comparing it with the reference value, and then the difference 

value is delivered to the proposed controller and by applying 

insulin through the insulin pump to the diabetic patient, the 

BG concentration value until the time Its stability continues. 

3. CONTROL METHODS 

In this section, RL based on Q-Learning and PID 

controller methods, which are based on model-free controller, 

are presented. 

3.1. Q-Learning 

By examining and conducting studies on the behavior of 

living organisms, various algorithms and methods have been 

presented by modeling these systems. One of the desired 

algorithms used in this research is the Q-learning algorithm, 

which is presented as a sub-branch of RL. This algorithm 

optimally discovers its strategy independently of the 

environment and by interacting and receiving rewards or 

penalties. This policy is such that the bonus or penalty 

received reaches its maximum or minimum amount. Q-

learning algorithm generally includes the following concepts 

[18]: 

Agent: The agent performs various actions in the 

environment by using the stimuli defined in him and acts first 

as a learner and then as a decision maker in the environment 

after completing the learning.  

 

State Space: The state space is a set of different states 

that the agent can be in. In this research, the state space 

depends on the patient's BG concentration. 144 states of the 

state space are defined in which the agent is placed in that 

state if the BG concentration falls within any given interval. 

Action Space: The action space is called the set of 

actions of the agent in the state space. The dose of injectable 

insulin has been introduced as an action that can be performed 

by the agent, which can perform 120 different values from 0 

to 12 𝜇𝑈. 

Reward: Reward is one of the key and decisive 

components in the agent's performance. Reward as an 

immediate feedback signal that is presented to the agent and 

indicates the success rate of its performance in the 

environment. The amount of reward in this process is 

calculated based on the following formula, if there is a 

difference between the output and the reference signal, the 

agent receives a penalty: 

𝑅 = −|𝐺𝑟𝑒𝑓 − 𝐺| (1) 

Policy: Optimal policy as a situation where the agent in 

the desired state should perform an action. The optimal policy 

may be a function or a lookup table, and this concept is 

referred to as the core of RL algorithms. 

 
Fig. 1: Feedback regulation of BG. 

 

 
Fig. 2: State space. 

 

 
Fig. 3: Schematic of reinforcement learning operation. 
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Maximizing reward or penalty during the learning 

process is a primary objective of Q-learning, and it is 

characterized by the following formula: 

𝐺𝑡 = ∑ 𝛾𝑘𝑅𝑡+𝑘+1 = 𝑅𝑡+1 + 𝛾𝑅𝑡+2+⋯

∞

𝑘=0

 (2) 

where 𝛾 is referred to as the discount factor, which is defined 

as a value between 0 and 1. The closer this value is to 1, the 

more important the factor is to long-term rewards, and 

conversely, the closer it is to 0, the more important short-term 

rewards are given. Considering that in this study it is 

necessary that the BG concentration of the patient has a 

higher stability in the long term, we use the value of 0.95. 

To find the optimal policy in Q-learning, the state-action 

space function is defined, which indicates the value of the 

amount of action performed in that state, which is determined 

according to the following formula: 

𝑞𝜋(𝑠, 𝑎) = 𝐸[𝐺𝑡|𝑆𝑡 = 𝑠,  𝐴𝑡 = 𝑎] (3) 

The value function of the optimal state-action in the 

presence of the optimal policy can be computed by replacing 

equation 2 in 3. 

𝑞∗(𝑠, 𝑎) = 𝑚𝑎𝑥𝜋𝑞𝜋(𝑠, 𝑎) (4) 

The optimal policy is defined based on value functions. 

When the state-action-value function is available, it selects 

the action factor that has the highest value among all states. 

The optimal policy is defined based on value functions 

according to the following formula: 

𝜋∗(𝑠) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑎𝑞∗(𝑠, 𝑎) (5) 

Considering that at the beginning of learning, the agent 

does not understand the environment, it performs its actions 

based on the 𝜀 policy. This means that the action with the 

highest value is performed with a probability of 1 − 𝜀, and an 

action is randomly selected and applied in the environment 

with a probability of 𝜀. At the beginning of the process, due 

to the agent's lack of complete understanding of the 

environment, the value of 𝜀 is considered to be equal to 1 to 

search the environment based on random actions, and then 

with the completion of the learning process, its value is 

reduced using the following formula It finds that its minimum 

value is considered equal to 0.01: 

𝜀 = 𝑚𝑖𝑛𝜀 + (𝑚𝑎𝑥𝜀 − 𝑚𝑖𝑛𝜀)𝑒−0.01∗𝑒𝑝𝑖𝑠𝑜𝑑𝑒  (6) 

It is always possible to improve an existing policy, 

because a better policy leads to higher values. By determining 

the state-action value function relative to the initial policy, a 

better policy can be found. After determining the improved 

policy, the state-action value function is calculated and using 

this function, a better policy is created. 

This process of evaluating and improving the policy is 

repeated until the optimal policy is reached. Any new policy 

is usually better than the previous policy unless the optimal 

policy is reached. Fig. 4 shows the performance of the Q-

learning, which seeks to find the best solution by choosing 

different actions and receiving rewards for each action.  

Learning rate in the Q-learning algorithm is defined as alpha 

𝛼. The amount that the new information replaces the old 

information is determined by this value. To put it another 

way, 𝛼 indicates the ratio of the algorithm's reliance on prior 

knowledge to that gained from new events. This value is used 

in this research based on trial and error based on 0.8. The 

important point is that all the parameters in the Q-learning 

algorithm have been evaluated through the process of trial 

and error. In this process, it has been tried to obtain the most 

optimal settings to improve the performance of the algorithm 

by checking and comparing the values of different 

parameters. 

3.2. PID 

PID is one of the most popular controllers in industrial 

systems because of its adaptability and simplicity; studies 

have shown that PID is successful and long-lasting [19]. This 

controller operates on closed loop control, which is composed 

of three basic components: proportional, integral, and 

derivative. It is independent of environmental conditions. The 

block diagram of this controller's overall operation is 

displayed in Fig. 5. The controller does the following tasks 

[20]: 

Proportional controller: This type of controller has an 

output that is directly proportional to the current error. The 

controller's coefficient determines how strongly the controller 

reacts to the current error. 

Integral controller: this component's output is based on 

the total amount of errors over time, which establishes how 

strongly the controller responds to previous errors. 

Derivative controller: Its coefficient shows how the 

controller responds over time to changes in the system's error 

rate and is proportionate to the error change rate. 

The control signal in this method is calculated according 

to the following formula: 

 

 
Fig. 4: Q-Learning algorithm. 

 
Fig. 5: PID control system's structure. 
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𝑢(𝑘) = 𝐾𝑝𝑒(𝑘) + 𝐾𝑖 ∑ 𝑒(𝑗)

𝑘

𝑗=0

+ 𝐾𝑑(𝑒(𝑘) − 𝑒(𝑘 − 1)) (7) 

The error considered in order to track the reference signal 

is calculated according to the following formula: 

𝑒(𝑘) = 𝑟(𝑘) − 𝑦(𝑘) (8) 

The controller parameters of PID are set based on the 

studies done by Chengwei et al .PID parameters are 𝐾𝑝 =

0.09, 𝐾𝑖 = 0, 𝐾𝑑 = 0.04 [21]. 

4. SIMULATIONS AND RESULTS 

Considering that the two control methods are not 

dependent on the model and do not need to know the 

parameters of the system, therefore, in this research, due to 

the fact that the possibility and conditions of testing on the 

human biological system were not available, a non-linear 

comprehensive model called Bergman’s minimal model was 

used in This research is used only to receive feedback and to 

apply insulin dosage, whose formula is as follows [22]: 

𝑑𝐺

𝑑𝑡
(𝑡) = −𝑝1[𝐺(𝑡) − 𝐺𝑏] − 𝑋(𝑡)𝐺(𝑡) 

 

𝑑𝑋

𝑑𝑡
(𝑡) = −𝑝3[𝐼(𝑡) − 𝐼𝑏] − 𝑝2𝑋(𝑡) (9) 

𝑑𝐼

𝑑𝑡
(𝑡) = −𝑛[𝐼(𝑡) − 𝐼𝑏] + 𝛾[𝐺(𝑡) − ℎ]+ + 𝑢(𝑡) 

 

The variables and parameters used in this model are 

thoroughly detailed and explained in Table 1. This table 

provides a comprehensive overview, listing each variable and 

parameter alongside its corresponding definition, unit of 

measurement used in the analysis. One of the most often used 

models for physiological study on the mechanism of glucose 

and insulin, which is used to characterize the concentration of 

blood glucose and insulin, is Bergman's minimum model. 

This model, which has two components to illustrate the 

behavior of glucose and insulin secretion following an 

intravenous injection of the sample, is called minimal because 

it uses the fewest parameters feasible to mimic diabetes 

individuals for the intravenous glucose tolerance.  In equation 

9, the sign "+" indicates the absorption of glucose by the 

body. When the value of 𝐺(𝑡) is higher than ℎ, the desired 

relationship acts as a regulator in the body, which is not 

considered in insulin dynamics due to the lack of a regulator 

or its lack of influence in patients with diabetes. 

For simulation purposes, MATLAB version 2021b 

software has been used to investigate the control of BG 

concentration in T1D patients. For this purpose, first, using 

the mathematical equations of Bergman's minimum model 

and the initial values of its parameters in Fig. 6, the changes 

in BG concentration for a healthy person and a T1D patient 

have been investigated. Fig. 7 shows that having an external 

injector is necessary for people with T1D. 

Finally, based on the definitions in the problem 

description section, the insulin injection dose has been 

applied to the existing model by two controllers, and the 

reference signal is defined as follows in order to compare and 

improve the insulin injection: 

𝐺𝑟𝑒𝑓 = 80 + (200 − 80)𝑒0.05𝑡 (10) 

Fig. 8 depicts the outputs produced by two algorithms, 

namely the cue learning algorithm and the PID controller. 

This graph clearly shows that the Q-learning algorithm has a 

very strong and effective performance in tracking the 

reference signal compared to PID. Q-learning algorithm has 

been able to follow system changes well and achieve higher 

accuracy in setting control parameters. 

The superior performance of the Q-learning algorithm is 

due to its ability to learn by interacting with the environment 

and continuously updating the Q-values, which leads to  

 

 

Fig. 6: Values of model parameters for a healthy person and 

a person with T1D [23]. 

 

Fig. 7: Changes in BG concentration in healthy individuals 

and T1D patients. 

 

 

Fig. 8: BG concentration control using Q-learning and PID. 
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continuous improvement of decision making and control. 

This algorithm has been able to minimize system errors and 

create more stability in process control. The accuracy of the 

proposed algorithms is calculated according to the following 

formula: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (%) =
max |𝐺(𝑡) − 𝐺𝑟𝑒𝑓(𝑡)|

𝐺𝑟𝑒𝑓(𝑡)
× 100 (11) 

According to (11), the accuracy of Q learning algorithm is 

94.6% and PID is 74.3%. 

To evaluate the robustness and stability of this algorithm, 

investigations have also been done by adding noise to the 

system. These noises have been applied in order to simulate 

more realistic conditions and evaluate the performance of the 

algorithm in the face of unexpected changes and 

environmental noises.  

 

Fig. 9: Regulation of BG levels with Q-learning in noisy  

environments. 

5. CONCLUSION 

In this article, the application and efficiency of two 

control methods, one based on RL and the other PID, as 

model-free algorithms that do not depend on the system 

model, were investigated. One of the other primary goals of 

this article was to track the BG concentration of T1D patients. 

In particular, due to the lack of insulin secretion, this article 

focused on the parameters of T1D so that the BG 

concentration of these people is the same as that of healthy 

people. In the simulations and results, it was shown that the 

Q-learning algorithm, due to its continuous updating, had a 

much higher and more acceptable accuracy in tracking and 

maintained its stability and resistance against abnormal 

conditions in the presence of noise. In the absence of 

inappropriate conditions in his biological system, the patient 

should not suffer from severe complications and a sudden 

drop or increase in BG concentration. One of the main 

advantages of this algorithm compared to PID is its 

compatibility with the environment, and if the appropriate 

reward is defined, the optimal policy can be converged to the 

desired problem. This adaptability makes them suitable for 

environments where traditional control methods may have 

difficulty finding a solution. Although the Q-learning 

algorithm has a high potential for optimizing the insulin dose, 

but due to these limitations, such as the fact that each person's 

body's response to insulin is complex and variable and 

various factors are involved, it requires a large set of different 

data. Also, during the process of learning and adjusting the 

parameters of the algorithm, there are health risks such as a 

severe drop in BG or an excessive increase in BG. These risks 

can threaten the patient's health during the implementation of 

an algorithm that is not yet optimized. Therefore, its use 

requires caution and the use of large data sets to be used in 

real environments with sufficient safety. 
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Table 1: Description of Bergman's minimal model parameters [22]. 

Parameters Description Unit 

𝐺(𝑡) concentration of blood glucose in plasma at time t [𝑚𝑔/𝑑𝐿] 
𝑋(𝑡) the effect of insulin on the disappearance of glucose at time t [1/𝑚𝑖𝑛] 
 𝐼(𝑡) concentration of insulin in plasma at time t [𝜇𝑈/𝑚𝐿] 
𝐺𝑏 basal value of glucose level [𝑚𝑔/𝑑𝐿] 
𝐼𝑏 basal value of insulin level [𝜇𝑈/𝑚𝐿] 
𝑝1 rate of glucose absorption in tissues independent of insulin [1/𝑚𝑖𝑛] 
𝑝2 rate of reduction of absorption ability Glucose in tissues [1/𝑚𝑖𝑛] 
𝑝3 rate of the ability of tissues 

𝐼𝑏[(
𝜇𝑈

𝑚𝐿
)−1𝑚𝑖𝑛−1] 

𝑛 rate of insulin reduction [1/𝑚𝑖𝑛] 

ℎ threshold value Glucose, insulin secretion if the glucose concentration exceeds [𝑚𝑔/𝑑𝐿] 

𝛾 rate of insulin secretion by beta cells when the blood glucose level exceeds the 

threshold value 
[(𝜇/𝑚𝐿)(𝑚𝑔/𝑑𝐿)−1𝑚𝑖𝑛−2] 
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