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Abstract: In this article, the distributed continuous-time convex Optimization Problem (OP) is investigated over 

undirected and balanced directed graphs. The cost function of the distributed convex OP is determined as the sum of 

local convex functions where each of them is known only for one agent. The proposed algorithm consists of two main 

steps. The first step is a consensus-based scheme which is in combination with the gradient descent method. Employing 

the Lyapunov theory and LaSalle’s invariance principle, the convergence to the Optimal Solution (OS) is analyzed. 

Moreover, inspired by the average consensus, in the second step the Optimal Value (OV) of the distributed convex OP is 

calculated. Using consensus concepts converges to the OV is substantiated in the second step. Therefore, the offered 

algorithm can calculate the OS and the OV of the distributed convex OP with no need for the strong convexity assumption. 

Beyond the theoretical findings, the results from simulations are also showcased to demonstrate the efficiency and 

accuracy of the proposed algorithm. 
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1. INTRODUCTION 

Over the last few years, a lot of research has been done 

on Multi-Agent Systems (MASs) [1-4]. Researchers have 

shown a keen interest in MASs due to the agents' ability to 

reach consensus on a value through their mutual interactions 

[5]. It should be mentioned that this value, named consensus 

value, is the mean of the initial conditions of agents. 

Due to the extensive application of MASs, the design and 

analysis of distributed algorithms have emerged as a 

significant area of research [6]. Distributed algorithms 

achieve the specified objectives by relying solely on local 

calculations and the exchange of information between each 

agent and its neighbors the distributed algorithms based on 

consensus are the predominant ones. The complexities of 

distributed consensus algorithms are enormous. Therefore, 

designing an appropriate distributed consensus algorithm is a 

critical and challenging problem [7]. Algorithms that utilize 

distributed consensus are widely implemented to solve the 

distributed Optimization Problem (OP). The objective of the 

distributed OP is to determine the Optimal Solution (OS) for 

the cost function through the application of distributed 

algorithms. It should be noted that the distributed 

optimization does not need a long-distance communication 

system and a data fusion center; thus, the load balance for the 

network becomes better [8]. Also, due to the time-varying 

communication topology, energy constraints, the large size of 

the network and privacy problems, distributed optimization 

methods have received much attention [8-10]. The distributed 

OP has been used in distributed estimation [8], power 

distribution systems [11], economic dispatch in power 

systems [12, 13], federated learning [14] and formation 

control [15]. 

In general, the OPs are divided into constrained OP [16, 

17] and unconstrained OP [16, 18]. It should be pointed out 

that the unconstrained OP is discussed in this article. An 
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unconstrained OP is convex if and only if the cost function is 

convex. The cost function in the distributed convex OP 

consists of the sum of local convex functions, each of them is 

known only for one agent. It is worth mentioning that the goal 

of the distributed convex OP is to minimize the total cost 

function by using local information and computation. 

Subgradient-based approaches are commonly employed 

to solve the distributed convex OP [19]. In [20], the 

distributed convex OP under non-smooth and smooth cost 

functions has been investigated. In the mentioned reference, 

the communication network has been considered to be 

undirected. By combining the gradient algorithm and 

consensus algorithm, a novel distributed algorithm for the 

distributed convex optimization over the directed graph has 

been designed in [21]. The designed algorithm has been 

named as push-pull gradient algorithm because all agents 

push and pull information (gradient information and the 

optimization variables) through the communication network. 

For the distributed convex OP, an asynchronous algorithm 

has been designed by Zhang and You [22]. In the 

asynchronous algorithm, each agent iteratively calculates the 

OS by using the currently available local information, but in 

the synchronous algorithm, each agent waits for information 

updates from other agents and then goes to the next iteration 

of the algorithm. It should be noted that asynchrony causes 

difficulties in optimization algorithm design. In all the above-

mentioned studies, the distributed discrete-time OP has been 

investigated. On the other hand, the studies about the 

distributed continuous-time OP are discussed in the next 

paragraph. It should be mentioned that for solving the 

distributed continuous-time OP, an algorithm is often 

designed using control theory such as Lyapunov theory and 

LaSalle’s invariance principle. 

In [23], a novel consensus-based algorithm has been 

designed for the distributed convex OP. In the mentioned 

reference, the convergence of the designed algorithm to the 

OS has been guaranteed over the weight-balanced directed 

graph, by using the Lyapunov theory. For undirected graphs, 

the distributed convex OP has been studied by Li et al. [24]. 

Therefore, an event-triggered controller has been designed to 

solve the OP. It should be noted that the linear MAS with 

heterogeneous dynamics has been studied in the mentioned 

reference. In heterogeneous MASs, unlike homogeneous 

MASs, the agents do not have the same dynamics. Based on 

the event-triggered mechanism, a distributed optimization 

algorithm has been designed by Shi et al. [25]. The major 

advantage of this algorithm is communication resource 

saving. Inspired by second-order consensus, a novel 

subgradient-based algorithm for distributed convex OP is 

presented in [26]. The proposed algorithm can only calculate 

the OS of the distributed convex OP. In [27], a proposed 

algorithm addresses the distributed convex OP, and the 

communication network is assumed to be undirected. 

Furthermore, by applying the Lyapunov theory, the 

exponential convergence of the suggested algorithm has been 

proved with no need for the strong convexity assumption. 

The calculation of the Optimal Value (OV) has not been 

investigated in any of the above-mentioned studies. It should 

be emphasized that the design of the distributed algorithm for 

calculating the OV is an important problem with complexity 

because each agent has access to only a part of the total cost 

function. Based on the explanations provided, this paper 

presents an algorithm that integrates the gradient method with 

the consensus algorithm of the MAS. Two theorems for the 

convergence of the offered algorithm to the OS and the OV 

are presented and by application of mathematical tools from 

control theory and convex optimization they are proved. 

The main contribution to the article is listed as follows: 

• Achieving higher accuracy than similar algorithms; 

• Efficiency of the algorithm for balanced directed 

graphs; 

• Calculating both the OS and the OV. 

The subsequent sections of the paper are organized as 

follows. Section 2 introduces the graph of the MAS and the 

distributed OP along with several beneficial assumptions and 

lemmas. Section 3 presents the proposed algorithm and 

examines its convergence to the OS and OV, utilizing the 

Lyapunov theory and the consensus concepts. Then, in 

Section 4, the simulation results are given to show the 

optimization ability of the offered algorithm. In the end, 

Section 5 concludes the article. 

Notations. ℝ+  and ℝ denote the positive real numbers 

set and the real numbers set ℝ+  and ℝ, respectively. The 

Euclidean norm and the Kronecker product are represented 

by ‖. ‖ and ⨂, respectively. 

2. BASIC CONCEPTS AND PROBLEM STATEMENT 

This section begins by presenting the communication 

network model and the required concepts and assumptions for 

the communication network are stated. Then, the OP is 

presented and the necessary concepts pertaining to the convex 

optimization are outlined. 

 

2.1. Communication Network  

In this article, to model the communication network, the 

principles of the MAS and graph theory are employed. To do 

that, a graph is used to model the communication between the 

agents. It is assumed that the graph of the MAS is undirected 

and balanced directed. Thus, 𝒢 = (𝒱, ℰ,𝒜) is defined as a 

graph that includes the set of nodes 𝒱 = [𝒱1, 𝒱2, ⋯ ,𝒱𝑛], the 

set of edges ℰ ⊂ 𝒱 × 𝒱  and the adjacency matrix 𝒜 =
{𝒶𝒾𝒿}𝒾,𝒿=1,…,𝑛

∈ ℝ𝑛×𝑛 where 𝑛 is the number of agents. If the 

agent 𝒾 is capable of receiving the data sent by the agent 𝒿, 

then 𝒶𝒾𝒿 > 0, otherwise 𝒶𝒾𝒿 = 0. 

Definition 1 [28]. A path is defined as a series of nodes 

connected in such a way that each pair of adjacent nodes is 

linked by an edge. In graph theory, the path can be directed 

or undirected. 

Definition 2 [28]. An undirected graph is called 

connected when there is an undirected path between any two 

distinct nodes. 

Definition 3 [28]. In directed graphs, if there is a directed 

path between any two arbitrary nodes; then, the graph is 

called to be strongly connected. 
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An indispensable condition for the consensus of MAS is 

that the graph is connected or strongly connected [28]. Hence, 

Assumptions 1 and 2 are presented. 

Assumption 1. The graph 𝒢 is undirected and connected. 

Assumption 2. The graph 𝒢 is assumed to be directed 

and strongly connected. 

The definition of the Laplacian matrix corresponding to 

graph 𝒢 is as follows: 

ℒ = {ℓ𝒾,𝒿}𝒾,𝒿=1,..,𝑛
∈ ℝ𝑛×𝑛 , 

ℓ𝑖,𝑗 = {

−𝒶𝒾𝒿 ,            𝑖𝑓 𝒾 ≠ 𝒿

∑𝑎𝒾𝒿 ,

𝑛

𝑗=1

     𝑖𝑓 𝒾 = 𝒿
 

(1) 

It is apparent that 𝟏𝒏 = [1,1,… ,1]
𝑇 ∈ ℝ𝑛  serves as a 

right eigenvector of the Laplacian matrix; thus, one has 

ℒ𝟏𝒏 = 0.  

Definition 4 [28].  The graph is termed balanced if 

𝒹𝑖𝑛(𝒱𝒾) = 𝒹𝑜𝑢𝑡(𝒱𝒾)  holds for all nodes where 𝒹𝑖𝑛(𝒱𝒾) =
∑ 𝒶𝒾𝒿
𝑛
𝒿=1   and 𝒹𝑜𝑢𝑡(𝒱𝑖) = ∑ 𝒶𝒿𝒾

𝑛
𝒿=1  . 

Assumption 3 [29]. The graph 𝒢  is supposed to be 

balanced. 

2.2. Distributed OP Formulation  

In this article, the distributed unconstrained OP is 

investigated. Therefore, the OP is defined as the following 

equation. 

min
𝑥∈ℝ𝑁

𝑓(𝑥) =∑𝑓𝒾(𝑥)

𝑛

𝒾=1

 (2) 

where 𝑓(𝑥):ℝ𝑁 → ℝ is the total cost function, 𝑥 ∈ ℝ𝑁 is the 

optimization variable and 𝑓𝒾(𝑥):ℝ
𝑁 → ℝ  is the local cost 

function Every local cost function is both convex and 

differentiable. Each local cost function is exclusively known 

to a single agent. It seems obvious that the total cost function 

is convex because it consists of the sum of convex functions. 

The vector 𝑥∗ ∈ ℝ𝑁 and the scalar 𝑓∗ = 𝑓(𝑥∗) represent 

the OS and the OV of the OP in (2), respectively. 

Two lemmas are given in the following which will be 

used in Section 3 in the design and convergence analysis of 

the offered algorithm. 

Lemma 1 [30]. If the following inequality holds for 

every 𝑥 ∈ ℝ𝑁  and 𝑦 ∈ ℝ𝑁, then the function 𝑓(𝑥):ℝ𝑁 → ℝ 

is convex. 

(𝛻𝑓(𝑥))
𝑇
(𝑦 − 𝑥) ≤ 𝑓(𝑦) − 𝑓(𝑥) (3) 

where ∇f(𝑥): ℝ𝑁 → ℝ𝑁 denotes the gradient of the function 

𝑓(𝑥). 

Lemma 2 [30]. For each convex function 𝑓(𝑥):ℝ𝑁 → ℝ 

and for each 𝑥, 𝑦 ∈ ℝ𝑁, the subsequent inequality holds. 

(∇f(𝑥) − ∇f(𝑦))
𝑇
(𝑥 − 𝑦) ≥ 0 (4) 

Remark 1. If 𝑓(𝑥) −
𝑚

2
‖𝑥‖2

2  is convex, then 𝑓(𝑥)  is 

termed strongly convex [20]. In [8, 20, 24, 25], for the design 

of the optimization algorithm, it has been assumed that the 

cost function is strongly convex. Unlike the mentioned 

references, the strong convexity assumption is not required 

for the convergence of the offered algorithm in this article. 

3. DESIGN AND ANALYSIS OF THE DISTRIBUTED 

OPTIMIZATION ALGORITHM 

In this section, an innovative two-step consensus-based 

algorithm is introduced that combines calculating OS and OV. 

Then, the convergence analysis of this algorithm is performed 

using the concepts of MAS and consensus. First, based on the 

concept of consensus, the OS is calculated, and the 

convergence is investigated using the Lyapunov theory. Then, 

another consensus-based scheme is proposed to calculate the 

OV and the convergence analysis of this step is performed 

using the concepts of the MAS and consensus. At the end of 

this section, the algorithm resulting from the combination of 

these two steps is fully introduced, and its features are stated. 

Fig. 1 shows the general scheme of the algorithm.  

Step 1: Computing OS 

Based on the concept of average consensus, for a MAS 

with n agents, where the optimization variable of each agent 

is called 𝑥𝑖, 𝑖 = 1,… , 𝑛 , the following relations is used to 

compute the OS. 

 

Fig. 1: The method overview. 
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�̇�𝒾(𝑡) =∑𝒶𝒾𝒿 (𝑥𝒿(𝑡) − 𝑥𝒾(𝑡))

𝑛

𝒿=1

 

             +𝜛∑𝑎𝑖𝑗 (𝑦𝒿(𝑡) − 𝑦𝒾(𝑡))

𝑛

𝒿=1

− 𝜚𝑔𝒾(𝑥𝒾(𝑡)) 

(5) 

�̇�𝒾(𝑡) = 𝜛𝑥𝒾(𝑡) 
(6) 

�̇�𝒾(𝑡) = ∑𝒶𝒾𝒿 (𝑧𝒿(𝑡) − 𝑧𝒾(𝑡))

𝑛

𝒿=1

 (7) 

Parameters 𝜛 ∈ 𝑅 and 𝜚 ∈ 𝑅+ are constant and 𝑔𝒾(𝑥𝒾(𝑡)) is 

the gradient of the function 𝑓𝒾(𝑥)  at 𝑥𝒾(𝑡) . The initial 

conditions for the variables 𝑥𝒾(𝑡) =

[𝑥𝒾,1(𝑡), 𝑥𝒾,2(𝑡),… , 𝑥𝒾,𝑁(𝑡)]
𝑇
∈ ℝ𝑁  and 𝑦𝒾(𝑡) =

[𝑦𝒾,1(𝑡), 𝑦𝒾,2(𝑡),… , 𝑦𝒾,𝑁(𝑡)]
𝑇
∈ ℝ𝑁 are chosen randomly and 

the initial conditions for the variable 𝑧𝒾(𝑡) =

[𝑧𝒾,1(𝑡), 𝑧𝒾,2(𝑡),… , 𝑧𝒾,𝑁(𝑡)]
𝑇
∈ ℝ𝑁  are selected as 𝑧1(0) =

𝟏𝑵, 𝑧2(0) = 𝟎𝑵,⋯ , 𝑧𝑛(0) = 𝟎𝑵 , where 𝟏𝑵 =
[1 … 1]1×𝑁

𝑇  and 𝟎𝑵 = [0 … 0]1×𝑁
𝑇 . 

Remark 2. The variable 𝑧𝒾(𝑡) has no relationship to the 

variables 𝑥𝒾(𝑡)  and 𝑦𝒾(𝑡)  because (7) is a first-order 

consensus for the variable 𝑧𝒾(𝑡). It should be pointed out that 

in the step 2, the consensus values of variable 𝑧𝒾(𝑡) will be 

used. Therefore, the variable 𝑧𝒾(𝑡) should be defined in the 

first step so that it has converged to the consensus values 

before executing the second step. 

Considering (5) and (6) for all agents and using the 

matrix form, step 1 is written as follows: 

�̇�(𝑡) = −ℒ𝐼𝑋(𝑡) − 𝜛ℒ𝐼𝑌(𝑡) − 𝜚𝐺(𝑋(𝑡)) (8) 

�̇�(𝑡) = 𝜛𝑋(𝑡) (9) 

where 𝑋(𝑡) = [𝑥1
𝑇(𝑡),… , 𝑥𝑛

𝑇(𝑡)]𝑇 , 𝑌(𝑡) =

[𝑦1
𝑇(𝑡),… , 𝑦𝑛

𝑇(𝑡)]𝑇 , 𝐺(𝑋(𝑡)) = [𝑔1
𝑇(𝑥1(𝑡)),… , 𝑔𝑛

𝑇(𝑥𝑛(𝑡))]
𝑇
 

and ℒ𝐼 = ℒ ⊗ 𝐼𝑁.  

On the other hand, for the OSs 𝑋∗ ∈ ℝ𝑁𝑛 and 𝑌∗ ∈ ℝ𝑁𝑛 

the following equations can be written. It should be noted that 

the OS of all agents is collected in the vector 𝑋∗  which is 

defined as 𝑋∗ = 𝟏𝒏⊗𝑥∗. 

�̇�∗ = −ℒ𝐼𝑋
∗ − 𝜛ℒ𝐼𝑌

∗ − 𝜚𝐺(𝑋∗) (10) 

�̇�∗ = 𝜛𝑋∗ (11) 

According to the property (𝐴⊗ 𝐵)(𝐶 ⊗ 𝐷) = (𝐴𝐶)⊗
(𝐵𝐷), one has 

ℒ𝐼𝑋
∗ = (ℒ ⊗ 𝐼𝑁)(𝟏𝒏⊗𝑥∗) 

          = (ℒ𝟏𝒏) ⊗ (𝐼𝑁𝑥
∗) 

          = 𝟎𝑵𝒏 

(12) 

where 𝟎𝑵𝒏 = [
0 ⋯ 0
⋮ ⋱ ⋮
0 … 0

]

𝑁×𝑛

. 

Finally, according to (8)-(12), the convergence error of 

the variables is given by: 

�̇�𝑥(𝑡) = −ℒ𝐼𝑒𝑥(𝑡) − 𝜛ℒ𝐼𝑒𝑦(𝑡) (13) 

               −𝜚 (𝐺(𝑋(𝑡)) − 𝐺(𝑋∗)) 

�̇�𝑦(𝑡) = 𝜛𝑒𝑥(𝑡) (14) 

Theorem 1 [26]. Under Assumption 1, and according to 

Lemma 1 and 2, the convergence of the algorithm defined in 

(5) and (6) to the OS of the distributed unconstrained OP 

defined in (2) is guaranteed.  

The proof can be followed by [26].                                ■ 

Step 2: Computing OV 

For calculating the OV, the following relations are 

introduced: 

�̇�𝒾(𝑡) =∑𝑎𝒾𝒿 (𝑞𝒿(𝑡) − 𝑞𝒾(𝑡))

𝑛

𝒿=1

, for 𝑡 ≥ 𝑡𝑐 (15) 

𝑤𝒾(𝑡) =
𝑞𝒾(𝑡)

𝑧𝒾,1(𝑡)
, for 𝑡 ≥ 𝑡𝑐 

(16) 

where 𝑞𝒾 ∈ ℝ , 𝑤𝒾 ∈ ℝ  and 𝑡𝑐  is the time that all agents 

converge to OS 𝑥∗. In this algorithm, initial conditions for 

variables 𝑞𝒾(𝑡) are chosen as 𝑞𝒾(𝑡𝑐) = 𝑓𝒾(𝑥𝒾(𝑡𝑐)). It should 

be mentioned that 𝑓𝒾(𝑥𝒾(𝑡𝑐)) = 𝑓𝒾(𝑥
∗).  

It is important to define a method for each agent to 

calculate the time 𝑡𝑐 based on the local information. For each 

agent, this method is defined as follows: 

if

{
 
 

 
  ∑𝑎𝒾𝒿 (𝑥𝒿(𝑡𝑘) − 𝑥𝒾(𝑡𝑘))

𝑛

𝒿=1

≤ 𝜀

&
 𝑥𝒾(𝑡𝑘) − 𝑥𝒾(𝑡𝑘−1) ≤ 𝜀            

⇒ 𝑡𝑘 = 𝑡𝑐 (17) 

where 𝜀 is a very small positive constant.  

Remark 3. It should be noted that at time 𝑡𝑐  the 

differences between the variable 𝑥𝒾(𝑡) and the optimization 

variable of its neighbors are zero and the value of the variable 

𝑥𝒾(𝑡) does not change because it has been converged to the 

OS. Therefore, in (17), the value of constant 𝜀  should be 

considered zero  and inequalities should be replaced by 

equalities, but due to the computational errors in the 

simulation software and the communication noise in the 

practical implementation, the parameter 𝜀 is assumed to be a 

very small positive constant. If the constant 𝜀  is selected 

smaller, then the proposed algorithm has a higher accuracy. 

For example, 𝜀 = 10−5 is a good choice for the simulation. 

Theorem 2. Under Assumption 1, the optimization 

algorithm defined in (15) and (16) converges to the OV of the 

problem defined in (2). 

Proof. Based on the first-order consensus algorithm and 

according to [28], all agents reach the consensus in the second 

algorithm and 𝑞𝒾(𝑡)  for 𝒾 = 1,2,… , 𝑛  converges to 
1

𝑛
∑ 𝑞𝒾(𝑡𝑐)
𝑛
𝒾=1 . As mentioned before, the initial conditions are 

selected as 𝑞𝒾(𝑡𝑐) = 𝑓𝒾(𝑥
∗) . Thus, the consensus value of 

variables 𝑞𝒾(𝑡)  for 𝒾 = 1,2,… , 𝑛  is 
1

𝑛
∑ 𝑓𝒾(𝑥

∗)𝑛
𝒾=1 . On the 

other hand, according to (7), 𝑧𝒾(𝑡) for 𝒾 = 1,2,… , 𝑛 reach the 

consensus with the consensus vector 
1

𝑛
∑ 𝑧𝒾(0)
𝑛
𝒾=1  where in 

the first algorithm, initial conditions are chosen as 𝑧1(0) =
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𝟏𝑵, 𝑧2(0) = 𝟎𝑵,⋯ , 𝑧𝑛(0) = 𝟎𝑵 . Therefore, 𝑧𝒾(𝑡)  for 𝒾 =

1,2,… , 𝑛  converges to 
1

𝑛
× 𝟏𝑵  or in other  words, the 

consensus value for 𝑧𝒾,1(𝑡) is 
1

𝑛
. Finally, according to (16), 

parameters 𝑤𝒾(𝑡)  for 𝒾 = 1,2, … , 𝑛  converges to 
∑ 𝑓𝒾(𝑥

∗)𝑛
𝒾=1 . Hence, it is proved that in the second algorithm, 

all agents reach the OV.                                                                                            

■ 

Remark 4. Inspired by [23], by changing the coordinate, 

Theorem 1 can be proved for balanced directed networks. In 

addition, the proof of Theorem 2 is also true for balanced 

directed networks. Therefore, under Assumptions 2 and 3, the 

algorithm presented in this article is effective for directed 

networks and the simulation outcomes of Example 2 in 

Section 4 indicate the correctness of this claim. 

Remark 5. In [23, 27], the distributed continuous-time 

OP has been investigated over the undirected graph and the 

balanced directed graph. The algorithm presented in the 

mentioned references is the same, but different methods have 

been used to analyze the convergence of the algorithm. It 

should be emphasized that the algorithm designed in the 

mentioned references only calculates the OS, while the 

offered algorithm in this article has the ability to calculate the 

OV, too. Therefore, the proposed algorithm in this article has 

an advantage over the algorithm designed in [23, 27]. 

Remark 6. In [8], the distributed discrete-time OP has 

been studied on undirected networks and an algorithm has 

been presented for calculating the OS and OV. It should be 

noted that in [8], the OP has been considered as min
𝑥∈ℝ𝑁

𝑓(𝑥) =

1

𝑛
∑ 𝑓𝒾(𝑥)
𝑛
𝒾=1 . According to (2), it is clear that the OP 

considered in this article is more comprehensive. 

At the end of this section, a new algorithm is presented 

in the following (Algorithm 1) by combining the two 

mentioned algorithms. This algorithm has the ability to 

calculate the OS and OV. 

Algorithm 1. The offered optimization algorithm 

1. Each agent initializes the variables 𝒙𝓲(𝒕) , 𝒚𝓲(𝒕) 
and 𝒛𝓲(𝒕). 

2. Each agent updates the optimization variable 𝒙𝓲(𝒕) 
by (5). 

3. Each agent updates the variable 𝒚𝓲(𝒕) by (6). 

4. Each agent updates the variable 𝒛𝓲(𝒕) by (7). 

5. Each agent evaluates the condition (17)1 until this 

condition is satisfied. 

6. if 𝒕 ≥ 𝒕𝒄, then 

7. Each agent updates the variable 𝒒𝓲(𝒕) by (15). 

8. Each agent calculates the variable 𝒘𝓲(𝒕) by (16). 

9. end if. 

4. NUMERICAL SIMULATION  

In this section, two numerical examples are simulated by 

MATLAB software and the outcomes of simulation are given 

to show the ability of the offered algorithm in the distributed 

continuous-time convex optimization on undirected and 

balanced directed graphs. 

Example 1. For wireless-sensor networks, a distributed 

parameter estimation problem is considered as a numerical 

example. For a sensor network, the parameter estimation 

problem is defined as [8] 

min
𝑥∈ℝ

𝑓(𝑥) =∑
|𝑥 − 𝑣𝒾|

2

10

10

𝑖=1

 (18) 

where 𝑣 = [0.1,0.2,… ,1]. In this example, the OS is 𝑥∗ =
0.55 and the OV is 𝑓∗ = 0.0825. The algorithm parameters 

are selected as  

𝜛 = 2, 𝜚 = 4, 𝜀 = 10−5 (19) 

The adjacency matrix is determined as follows: 

𝒜 =

[
 
 
 
 
 
 
 
 
 
0 2 0 0 0 0 0 0 0 0
2 0 1 0 0 0 0 0 0 0
0 1 0 3 0 0 0 0 0 0
0 0 3 0 1 0 0 0 0 0
0 0 0 1 0 5 0 0 0 0
0 0 0 0 5 0 1 0 0 0
0 0 0 0 0 1 0 2 0 0
0 0 0 0 0 0 2 0 6 0
0 0 0 0 0 0 0 6 0 1
0 0 0 0 0 0 0 0 1 0]

 
 
 
 
 
 
 
 
 

 (20) 

The simulation outcomes of this example are shown in 

Figs. 2-4. The variable 𝑥𝒾(𝑡) for all agents is shown in Fig. 2 

and the absolute value of convergence errors are shown in Fig. 

3. According to Figs. 2 and 3, it is clear that the optimization 

variable 𝑥𝒾(𝑡) for all agents has been converged to 𝑥∗ = 0.55.  

In order to evaluate the offered algori3hm, this 

example is also simulated using the algorithm presented in 

[27]. Thus, the outcomes of simulation related to the 

algorithm designed in [27] are shown in Figs. 5 and 6. First 

of all, it should be noted that the calculation of the OV has not 

been studied in [27]. Therefore, our offered algorithm has an 

advantage due to the calculation of the OV. On the other hand, 

by comparing Figs. 2 and 5, it can be seen that the offered 

algorithm has a faster rate of convergence than the algorithm 

designed in [27]. 

 

Fig. 2: Trajectories of variable 𝑥𝒾(𝑡). 
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Fig. 3: Convergence errors using the offered algorithm. 

In Fig. 4, the OV is shown by the dashed line. As shown 

in Fig. 4, all the agents have reached a consensus on the OV. 

 

Fig. 4: Trajectories of variable 𝑤𝒾(𝑡). 

 

 

Fig. 5: Trajectories of variable 𝑥𝑖(𝑡) [27]. 

Example 2. The distributed OP is defined as 

min
𝑥∈ℝ𝑁

𝑓(𝑥) =∑𝑓𝒾(𝑥)

5

𝒾=1

 (21) 

where 𝑓𝒾(𝑥) for 𝒾 = 1, 2,… , 5 are given by 

𝑓1(𝑥) = 𝑥 − 2, 𝑓2(𝑥) = 𝑥
2 + 2,   

𝑓3(𝑥) = (𝑥 + 1)
2, 𝑓4(𝑥) = 4𝑥

4,   

𝑓5(𝑥) = 𝑒
𝑥−1 

(22) 

 

Fig. 6: Convergence errors using the algorithm presented in 

[27]. 

The OS and the OV are 𝑥∗ = −0.4483 and 𝑓∗ = 0.4536, 

respectively. The algorithm parameters are chosen as  𝜛 = 3, 

𝜚 = 2 and 𝜀 = 10−5. 

The communication network model is shown in Fig. 7. 

In Figs. 8-10, the simulation outcomes of this example are 

shown. In Fig. 8, the optimization variable 𝑥𝒾(𝑡) for all agents 

is shown and the dashed line shows the OS. 

As shown in Fig. 9, the convergence errors for all agents 

have been converged to zero. In Fig. 10, the variable 𝑤𝒾(𝑡) is 

shown. It should be noted that the OV is shown by the dashed 

line in Fig. 10. In Fig. 10, the variable 𝑤𝒾(𝑡) for all agents has 

been converged to the OV 𝑓∗ = 0.4536. 

 

Fig. 7: Communication network model. 

 

Fig. 8: Trajectories of variable 𝑥𝑖(𝑡). 
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Fig. 9: Convergence errors. 

 
Fig. 10: Trajectories of variable 𝑤𝑖(𝑡). 

 

5. CONCLUSION 

The distributed continuous-time convex OP for 

undirected and directed balanced networks is the main focus 

of research in this article. Unlike other references, this article 

tries to address the calculation of OV in the distributed 

convex OP. By using the concepts of consensus and gradient 

descent method, a novel algorithm has been proposed to 

calculate the OS and the OV. The convergence of the offered 

algorithm to the OS and the OV has been ensured using the 

Lyapunov theory, LaSalle’s invariance principle and average 

consensus concepts. Compared to the presented results in [27] 

where OV is not calculated, the offered algorithm has faster 

convergence for the same example. The convergence time in 

[27] is 50 seconds and the convergence time of the offered 

algorithm is about 10 seconds. Eventually, the offered 

algorithm provides a new perspective for researchers in 

solving distributed continuous-time convex OPs. 
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