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Abstract: For decades in the aerospace and control sciences, the Inertial Stabilized Platform (ISP) system has been 

studied to improve the accuracy of recipient photos or target tracking. This paper presents a nonlinear observer-based 

control method for three Degrees Of Freedom (3-DOF) ISP systems. First, a new formula of the state space equation for 

the 3-DOF ISP system is proposed to make this model suitable for designing an observer-based control. Then, by 

measuring the angular positions as output feedback, the angular velocities are estimated by the nonlinear observer, and 

Lyapunov-based nonlinear control techniques are used to design the observer. Furthermore, the exponential stability 

and convergence of the observer system are proved. Finally, the auxiliary control signal is considered so that the dynamics 

of the designed observer become a simple linear form and are easily controlled by the state feedback controller. 

Simulation results illustrate the effectiveness and feasibility of the proposed control strategy.  

Keywords: Exponential stability, inertial stable platform, lyapunov techniques, observer-based control, state feedback 

controller. 
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1. INTRODUCTION 

1.1. Motivation 

Recently, receiving photos with high accuracy and 

quality from a moving target have received a lot of attention. 

Noise and disturbances from cameras and sensors mounted 

on moving vehicles such as airplanes, helicopters, boats, etc. 

have adverse effects and interfere with access to high-

precision photos [1–3]. For this reason, the Inertial Stabilized 

Platform (ISP) is used to improve the accuracy of the 

recipient's photo or target tracking. The ISP plant is one of the 

most important parts of the inertial technology application 

system with broad applications in submarines, electronic 

telescopes, boats, satellites, helicopters, and spacecraft [4 –

7] .The ISP system including gimbals is used to isolate the 

movement of several cameras and sensors from changes in 

the angular position of the moving object [8]. Therefore, 

using this system, the accuracy of imaging and tracking the 

target is improved [9]. Moreover, various noises and 

disturbances exist, including internal disturbances such as 

mass imbalance torque, sensors measurement error and 

friction force, and external disturbances generated by wind 

disturbances or moving items’ motion and vibration [10]. In 

addition, the state space equation of the ISP system is very 

complex and has nonlinear dynamics. These statements show 

that achieving optimal performance control for the ISP 

system is challenging and has received much attention in 

recent decades [11]. 

1.2. Literature review 

To improve the ISP plant performance, several control 

techniques have been suggested in the literature. In [12], a 

Proportional-Integral-Derivative (PID) controller is 

combined with a fuzzy technique to control the ISP system, 

although this method is not robust against disturbances and 

the controller performance is degraded against strong 

perturbations. Moreover, the performance of conventional 

PID controllers can be improved by combining them with the 

Neural Network approach [13, 14]. The backstepping 

technique is also suggested in some literature [15] but, it does 

not have satisfactory performance in the presence of 

disturbances and system uncertainties. To improve the control 
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performance against disturbances and uncertainties in the 

system, the controller must be robust. Therefore, several 

researchers have contributed to this field [16–18]. In [19–22], 

the 𝐻∞ feedback controller is designed to be robust to various 

uncertainties and disturbances and has good performance. 

The nonlinear model predictive control is another efficient 

and robust controller that recently has been used for ISP 

systems [1, 23]. A sliding mode controller is also one of the 

most popular controller design techniques for the ISP system 

[24]. To improve the control performance, a combination of 

sliding mode techniques and a backstepping controller is 

widely used [25, 26]. Despite the advantages of this method, 

the sliding mode controller has a heavy switching gain, which 

causes chattering in the input signal control. The high 

switching in the control effort may damage the actuating 

motors to control the ISP system. In [8, 25], to decrease the 

chattering effect, the neural network approach has been used 

to estimate the disturbances imposed on the system. However, 

neural network training is usually time-consuming and can 

lead to weak transient performance in some complex systems. 

In addition, in all examined control techniques for ISP 

systems, it is assumed that all system variables are available 

and measurable. Whereas, in most practical systems, 

measuring all states of the system by direct observation is 

very costly and is usually accompanied by errors. An 

observer-based control design is one of the efficient 

approaches for accurately estimating the state of the ISP axis 

because it is simple and very applicable [27, 28]. Only a 

model of the desired system is required to design the observer. 

When an accurate numerical model of the plant is provided, 

the velocity observer can estimate an accurate steady state of 

the system. However, in dealing with an unknown real system 

model, various uncertainties and disturbances are always 

modeled, therefore accurate estimation of states is not so easy 

and also cannot be guaranteed [28, 29]. In the works of 

literature, various methods for estimating system states and 

then designing an observer-based controller are introduced. 

Such as extended state observer [30, 31], backstepping 

observer [32, 33], disturbance observer [34], and unknown 

input observer [35]. Also, in [36] the observer-based integral 

sliding mode control (SMC) for a class of stochastic linear 

flight systems subject to bounded disturbances is suggested. 

In [37], an adaptive observer design problem to estimate the 

parameters and state variables of Lipschitz systems has been 

investigated. The observer designed in [37] is suitable for 

systems that are non-linear in state variables and linear in 

unknown parameters. Also, the problem of designing a 

nonlinear adaptive observer for Lipschitz systems has been 

expanded in [38]. The gain for this nonlinear observer is 

systematically obtained using the linear matrix inequality 

technique. 

1.3. Contributions 

In this paper, an efficient simple-implementation 

observer-based controller method is proposed for a 3-DOF 

ISP system. To control the ISP system, in addition to angular 

positions, angular velocities with appropriate accuracy are 

required. However, high-precision gyroscopes are generally 

costly, and in addition, gyroscope rate drift often causes 

errors over time [39]. To reduce the above-mentioned 

problem of velocity gyros, the velocity observer is used to 

estimate the vector of velocity based on the Lyapunov 

theorem. For this purpose, first, using the kinetics and 

kinematics of the ISP, the dynamic equations of each gimbal 

activated by the DC motor are obtained. Then the state 

variables of the ISP system are divided into two categories of 

angular position and angular velocity, and the state space 

equations are rewritten in a form that is suitable for designing 

a velocity observer. Next, with the help of Lyapunov-based 

nonlinear control techniques, a nonlinear observer is designed 

to improve the velocity estimation for the roll, pitch, and yaw 

gimbal of the ISP plant. By using the Lyapunov theorem, the 

overall ISP system stabilization and moving target tracking 

are guaranteed. Finally, the auxiliary control signal is 

considered in such a way that the dynamics of the designed 

observer become a simple linear form and is easily controlled 

by the state feedback controller. The suggested method is 

applied to the 3-DOF ISP case study, and the simulation 

results have shown the improvement of the designed 

controller.  

Briefly, the presented paper has the following 

contributions and advantages over the current literature: 

i. Initially, a new formulation of the state-space equation is 

proposed for the 3-DOF ISP system so that this model is 

suitable for designing an observer-based control. For the 

designed controller to be robust against model 

uncertainties and external disturbances, the term of 

unknown bounded nonlinear disturbance in the ISP 

model is also considered in the driven model.  

ii. In almost all control strategies presented in the various 

literature for ISP systems, it is assumed that all system 

state variables with appropriate accuracy are available. 

However, one of the biggest challenges in the practical 

design of controllers for ISP systems, in addition to the 

issue of cost limitation and accuracy of measuring 

devices that always have errors, is the volume and weight 

added to the overall system. Therefore, in this paper, to 

improve the performance of the designed controller as 

well as reduce the implementation costs, it is assumed 

that the position vector 𝜃 is available and measurable but 

the angular velocity vector 𝜔 is not available which must 

be estimated. Therefore, it is no longer necessary to use 

expensive gyroscopes to directly measure the angular 

velocity, and an observer is used instead.  

iii. By using the state observer, one of the most important 

parts of the design is to prove the convergence of the 

estimated value to the actual value. In this paper, with the 

help of Lyapunov's theorem and by considering a new 

positive definite function, it is guaranteed that the state 

estimation error converges to zero asymptotically. 

iv. The suggested controller strategy is very simple and its 

implementation requires a low computational burden. 

1.4. Paper Structure 

The structure of the sections of this paper is as follows: 

in Section 2, the dynamic model of the 3-DOF ISP system is 

obtained and a suitable state space model for designing the 

velocity observer is derived. Section 3 presents the observer-

based control method for the 3-DOF ISP plant and the 

exponential stability analysis. The simulation results are 

illustrated to show the effectiveness of the proposed method 

in Section 4. Finally, this paper is concluded in Section 5.  
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2. DYNAMIC OF 3-DOF ISP 

Fig. 1 presents the configuration of the 3-DOF ISP plant 

which consists of the torque motor, outer loop (roll gimbal), 

middle loop (pitch gimbal), and inner loop (yaw gimbal). The 

imaging sensors and payloads are placed on the inner loop 

(yaw gimbal), and the position and orientation system (POS) 

is placed on the pitch gimbal to provide attitude-measured 

information for the rotation angles of the gimbal and ensure 

accurate pointing of the imaging sensors. In this section, first, 

the corresponding coordinate systems are defined and then a 

method for converting vectors from one coordinate system to 

another is introduced. The coordinate system of the 3-DOF 

ISP plant is shown in Fig. 1. By using Euler angles, the 

position of a fixed point can be defined as vector 𝜃𝐴 =

[𝜃𝑝  𝜃𝑟    𝜃𝑎]
𝑇
, which (𝜃𝑝) is the position of the pitch angle, 

(𝜃𝑟) is a position of the roll angle, and (𝜃𝑎) is the position 

yaw angle. Moreover, roll-pitch-yaw velocities relating to the 

base coordinate are defined as vector �̇�𝐴 = [�̇�𝑝  �̇�𝑟   �̇�𝑎]
𝑇
. 

In Fig. 2 (𝑥𝑟 , 𝑦𝑟 , 𝑧𝑟) , (𝑥𝑎, 𝑦𝑎, 𝑧𝑎), (𝑥𝑝, 𝑦𝑝, 𝑧𝑝)  and 

(𝑥𝑏, 𝑦𝑏, 𝑧𝑏) are the roll coordinate, yaw coordinate, pitch 

coordinate, and base coordinate respectively. 

 

 

 

Fig. 1: The 3-DOF ISP configuration diagram [8]. 

 

 

Fig. 2: coordinates of 3-DOF ISP plant: (a) roll gimbal, (b) 

yaw gimbal, (c) pitch gimbal. 

 

2.1. Kinematics Model of the 3-DOF ISP Plant 

According to Fig. 2, 𝐶𝑏
𝑟 , 𝐶𝑟

𝑝
, and 𝐶𝑝

𝑎 are transformation 

matrices from the base coordinate of the gimbal to the roll 

coordinate, the roll coordinate of the gimbal to the pitch 

coordinate, and the pitch of the gimbal coordinate to the yaw 

coordinate respectively defined as follows: 

𝐶𝑏
𝑟 = [

cos(𝜃𝑟) 0 −sin(𝜃𝑟)
0 1 0

sin(𝜃𝑟) 0 cos(𝜃𝑟)
] 

(1) 

𝐶𝑟
𝑝
= [

1 0 0
0 cos(𝜃𝑝) sin(𝜃𝑝)

0 − sin(𝜃𝑝) cos (𝜃𝑝)
] 

(2) 

𝐶𝑝
𝑎 = [

cos(𝜃𝑎) sin(𝜃𝑎) 0
− sin(𝜃𝑎) cos(𝜃𝑎) 0

0 0 1

] 
(3) 

According to the defined transformation matrices (1)-(3), 

the kinematics of the 3-DOF ISP plant in different 

coordinates are given as follows [8]: 

𝜔𝑖𝑟
𝑟 = [

𝜔𝑖𝑟𝑥
𝑟

𝜔𝑖𝑟𝑦
𝑟

𝜔𝑖𝑟𝑧
𝑟

] = 𝐶𝑏
𝑟𝜔𝑖𝑏

𝑏 + [
0
�̇�𝑟
0

] 
(4) 

𝜔𝑖𝑝
𝑝
= [

𝜔𝑖𝑝𝑥
𝑝

𝜔𝑖𝑝𝑦
𝑝

𝜔𝑖𝑝𝑧
𝑝

] = 𝐶𝑟
𝑝
𝜔𝑖𝑟
𝑟 + [

�̇�𝑝
0
0

] 
(5) 

𝜔𝑖𝑎
𝑎 = [

𝜔𝑖𝑎𝑥
𝑎

𝜔𝑖𝑎𝑦
𝑎

𝜔𝑖𝑎𝑧
𝑎

] = 𝐶𝑝
𝑎𝜔𝑖𝑝

𝑝
+ [
0
0
�̇�𝑎

] 
(6) 

where 𝜔𝑖𝑟
𝑟 = [𝜔𝑖𝑟𝑥

𝑟 𝜔𝑖𝑟𝑦
𝑟 𝜔𝑖𝑟𝑧

𝑟 ]𝑇 ,  𝜔𝑖𝑝
𝑝
=

[𝜔𝑖𝑝𝑥
𝑝

𝜔𝑖𝑝𝑦
𝑝

𝜔𝑖𝑝𝑧
𝑝
]
𝑇

, 𝜔𝑖𝑎
𝑎 = [𝜔𝑖𝑎𝑥

𝑎 𝜔𝑖𝑎𝑦
𝑎 𝜔𝑖𝑎𝑧

𝑎 ]𝑇 , and 

𝜔𝑖𝑏
𝑏 = [𝜔𝑖𝑏𝑥

𝑏 𝜔𝑖𝑏𝑦
𝑏 𝜔𝑖𝑏𝑧

𝑏 ]
𝑇

are the angular velocity vector 

in directions (𝑥, 𝑦, 𝑧) of the roll-pitch-yaw and base, relative 

to the inertial coordinate, respectively.   

2.2. The Dynamic Model of the 3-DOF ISP Plant 

According to Newton–Euler theory, the dynamic model 

of the 3-DOF ISP plant can be written as follows [8]: 

�̇�𝑘 +𝜔𝑘 × 𝐻𝑘 = 𝑀𝑘, 𝑘 = 𝑎, 𝑝, 𝑟 (7) 

In equation (7), 𝜔𝑘 = [𝜔𝑘𝑥  𝜔𝑘𝑦   𝜔𝑘𝑧]
𝑇
 is defined as the 

vector of angular velocity and 𝐻𝑘 = [𝐻𝑘𝑥   𝐻𝑘𝑦  𝐻𝑘𝑧]
𝑇
 is the 

vector of the angular momentum of inertia for the roll-pitch-

yaw gimbal. In the following, the inertial angular momentum 

concerning the coordinates of inertia and the dynamic model 

of the roll, pitch, and yaw gimbal is defined. 

2.2.1. The angular momentum of inertia and dynamic 

model of the pitch gimbal 

The inertial angular momentum of the pitch gimbal is 

given as follows: 
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𝐻𝑝 = 𝐽𝑝𝜔𝑖𝑝
𝑝
+ 𝐶𝑎

𝑝
𝐻𝑎

= [

(𝐽𝑝𝑥 + 𝐽𝑎𝑥)𝜔𝑖𝑝𝑥
𝑝

(𝐽𝑝𝑦 + 𝐽𝑎𝑦)𝜔𝑖𝑝𝑦
𝑝

(𝐽𝑝𝑧 + 𝐽𝑎𝑧)𝜔𝑖𝑝𝑧
𝑝
+ 𝐽𝑎𝑧�̇�𝑎

] 
(8) 

By substituting 𝐻𝑝 and 𝜔𝑖𝑝
𝑝

 to equation (7), the dynamic 

model of the pitch gimbal is defined by 

(9) 

 ((𝐽𝑝𝑥 + 𝐽𝑎𝑥)𝜔𝑖𝑝𝑥
𝑝
)

′

+ (𝐽𝑝𝑧 + 𝐽𝑎𝑧 − 𝐽𝑝𝑦
− 𝐽𝑎𝑦)𝜔𝑖𝑝𝑦

𝑝
𝜔𝑖𝑝𝑧
𝑝
+ 𝐽𝑎𝑧�̇�𝑎𝜔𝑖𝑝𝑦

𝑝

= 𝑀𝑝𝑥 

2.2.2. The angular momentum of inertia and dynamic 

model of the roll gimbal 

The inertial angular momentum of the roll gimbal is 

given as follows: 

𝐻𝑟 = 𝐽𝑟𝜔𝑖𝑟
𝑟 + 𝐶𝑝

𝑟𝐻𝑝 (10) 

By substituting 𝐻𝑟 and 𝜔𝑖𝑟
𝑟  to equation (7), the dynamic 

model of the roll gimbal is defined by 

(11) 

[𝐽𝑟𝑦𝜔𝑖𝑟𝑦
𝑟 + (𝐽𝑝𝑦 + 𝐽𝑎𝑦)𝜔𝑖𝑝𝑦

𝑝
𝑐𝑜𝑠 𝜃𝑝 − 𝐽𝑎𝑧�̇�𝑎 𝑠𝑖𝑛 𝜃𝑝

− 𝑠𝑖𝑛 𝜃𝑝 (𝐽𝑎𝑧 + 𝐽𝑝𝑧)𝜔𝑖𝑝𝑧
𝑝
]
′
 

       + (𝐽𝑟𝑥 − 𝐽𝑟𝑧)𝜔𝑖𝑟𝑥
𝑟 𝜔𝑖𝑟𝑧

𝑟 + (𝐽𝑎𝑥 + 𝐽𝑝𝑥)𝜔𝑖𝑝𝑥
𝑝
𝜔𝑖𝑟𝑧
𝑟

− 𝑠𝑖𝑛 𝜃𝑝 (𝐽𝑝𝑦 + 𝐽𝑎𝑦)𝜔𝑖𝑝𝑦
𝑝
𝜔𝑖𝑟𝑥
𝑟  

       − 𝑐𝑜𝑠 𝜃𝑝 (𝐽𝑎𝑧 + 𝐽𝑝𝑧)𝜔𝑖𝑝𝑧
𝑝
𝜔𝑖𝑟𝑥
𝑟

− 𝑐𝑜𝑠 𝜃𝑝 𝐽𝑎𝑧�̇�𝑎𝜔𝑖𝑟𝑥
𝑟 = 𝑀𝑟𝑦 

2.2.3. The angular momentum of inertia and dynamic 

model of the yaw gimbal 

The inertial angular momentum of the roll gimbal is 

given as follows: 

𝐻𝑎 = 𝐽𝑎𝜔𝑖𝑎
𝑎  (12) 

By substituting 𝐻𝑎 and 𝜔𝑖𝑎
𝑎  to equation (7), the dynamic 

model of the roll gimbal is defined by 

(13) 𝐽𝑎𝑧�̇�𝑖𝑎𝑧
𝑎 = 𝑀𝑎𝑧 

where in the above equation, 𝐽𝑚𝑛is the rotary momentums of 

the m gimbal around the n-axes.  

Moreover, a DC motor with a gear-driven transmission 

is provided to generate the torque required to control the 3-

DOF ISP plant. The dynamic equations of a gimbal gear-

driven plant are considered as follows [8]: 

{

𝑀𝐿 = 𝑅𝐿𝐹 + 𝑇𝑑𝐿

𝐽𝑚
𝑑2𝜃𝑖𝑚
𝑑𝑡2

= 𝑇𝑀 − 𝑅𝑚𝐹 + 𝑇𝑑𝑚
  𝐿 = 𝑎, 𝑝, 𝑟 (14) 

where, 𝑀𝐿 is the torque applied on the gimbal, 𝑅𝑚  is the 

armature resistance, 𝑇𝑑𝐿 is the total disturbance torque 

imposed on the gimbal, 𝐹 is the interacting force between the 

two gears, 𝐽𝑚 is the motor inertial,𝜃𝑖𝑚 , 𝜃𝑖𝐿 and 𝜃𝑖𝑟 are the 

attitudes of the motor, gimbal, and reference concerning the 

inertial space, respectively. Also 𝑇𝑀 is the output torque of 

the motor is defined as follows: 

𝑇𝑀 = 𝐾𝑡
𝑢 − 𝐾𝑒(�̇�𝑖𝑚 − �̇�𝑖𝑏)

𝑅𝑚
 (15) 

In equation (15), 𝐾𝑡 represents the motor torque constant, 

and 𝐾𝑒  is known as the back Electromotive Force (EMF) 

constant. Moreover, the torque applied on each gimbal (𝑀𝐿) 
is defined as follows: 

𝑀𝐿 = 𝑁𝐾𝑡
𝑢 − 𝐾𝑒(�̇�𝑖𝐿 − �̇�𝑖𝑏)

𝑅𝑚
+ (𝑁𝑇𝑑𝑚 + 𝑇𝑑𝐿)

+ 𝑁(𝑁 − 1)𝐽𝑚�̇�𝑖𝑏
− 𝑁2𝐽𝑚�̈�𝑖𝐿 

(16) 

By substituting (4)-(7) and (14) in (8)-(13), the dynamic 

model of the 3-DOF ISP plant with a DC motor and a gear-

driven transmission for pitch, roll, and yaw is obtained as 

follows 

(𝐽𝑝𝑥 + 𝐽𝑎𝑥)𝜔𝑖𝑝𝑥
𝑝
�̈�𝑝

= −(𝐽𝑝𝑥 + 𝐽𝑎𝑥)�̇�𝑖𝑟𝑥
𝑟

+ 𝐽𝑎𝑧�̇�𝑎𝜔𝑖𝑝𝑦
𝑝

+ (𝐽𝑝𝑧 + 𝐽𝑎𝑧 − 𝐽𝑝𝑦
− 𝐽𝑎𝑦)𝜔𝑖𝑝𝑦

𝑝
𝜔𝑖𝑝𝑧
𝑝

+
𝑁𝐾𝑡
𝑅𝑚

(𝑢𝑝

− 𝐾𝑒𝑁(�̇�𝑖𝑝
𝑝
−𝜔𝑖𝑏𝑥

𝑎 ))

+ 𝑁𝑇𝑑𝑚 + 𝑇𝑑𝑝
+𝑁(𝑁 − 1)𝐽𝑚�̇�𝑖𝑏𝑥

𝑝

−𝑁2𝐽𝑚�̈�𝑖𝑝
𝑝

 

(17) 

(𝐽𝑟𝑦 + cos
2(𝜃𝑝) (𝐽𝑎𝑦 + 𝐽𝑝𝑦)) �̈�𝑟

= �̇�𝑟 cos
2(𝜃𝑝)

+ (𝐽𝑎𝑦 + 𝐽𝑝𝑦) cos
2(𝜃𝑝)𝜔𝑖𝑏𝑦

𝑏

+ (𝐽𝑎𝑦
+ 𝐽𝑝𝑦) cos(𝜃𝑝) sin(𝜃𝑝)𝜔𝑖𝑟𝑧

𝑟

− (𝐽𝑎𝑧 + 𝐽𝑝𝑧) sin(𝜃𝑝)𝜔𝑖𝑝𝑧
𝑝

− 𝐽𝑎𝑧 sin(𝜃𝑝) �̇�𝑎
+ (𝐽𝑟𝑥 − 𝐽𝑟𝑧)𝜔𝑖𝑟𝑥

𝑟 𝜔𝑖𝑟𝑧
𝑟

+ (𝐽𝑎𝑥 + 𝐽𝑝𝑥)𝜔𝑖𝑝𝑥
𝑝
𝜔𝑖𝑟𝑧
𝑟

− (𝐽𝑎𝑦
+ 𝐽𝑝𝑦) sin(𝜃𝑝)𝜔𝑖𝑝𝑦

𝑝
𝜔𝑖𝑟𝑥
𝑟

− (𝐽𝑎𝑧
+ 𝐽𝑝𝑧) cos(𝜃𝑝)𝜔𝑖𝑝𝑧

𝑝
𝜔𝑖𝑟𝑥
𝑟

− 𝐽𝑎𝑧 cos(𝜃𝑝) �̇�𝑎𝜔𝑖𝑟𝑥
𝑟

+
𝑁𝐾𝑡
𝑅𝑚

(𝑢𝑟

− 𝐾𝑒𝑁(�̇�𝑖𝑟
𝑟 − 𝜔𝑖𝑏𝑦

𝑟 ))

+ 𝑁𝑇𝑑𝑚 + 𝑇𝑑𝑟
+𝑁(𝑁 − 1)𝐽𝑚�̇�𝑖𝑏𝑦

𝑝

−𝑁2𝐽𝑚�̈�𝑖𝑟
𝑟  

(18) 
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𝐽𝑎𝑧�̈�𝑎 = −𝐽𝑎𝑧�̇�𝑖𝑝𝑧
𝑝

+
𝑁𝐾𝑡
𝑅𝑚

(𝑢𝑎

− 𝐾𝑒𝑁(�̇�𝑖𝑎
𝑎 −𝜔𝑖𝑏𝑧

𝑎 ))

+ (𝑁𝑇𝑑𝑚 + 𝑇𝑑𝑎)
+ 𝑁(𝑁 − 1)𝐽𝑚𝜔𝑖𝑏𝑧

𝑎

− 𝑁2𝐽𝑚�̈�𝑖𝑎
𝑎  

(19) 

2.3. Deriving the State Space Equations of the 3-DOF 

ISP Plant 

Remark 1: According to the state space obtained in [8], 

it can be seen that this state space equation is not affine with 

respect to the angular velocity variable, and therefore it is not 

suitable for designing a nonlinear observer.  To solve this 

problem, in the following, a new formulation of the state-

space equation for 3-DOF ISP plant is obtained, which is 

affine with respect to the angular velocity. 

According to the equations presented in (17)-(19), the 

nonlinear state space model for a 3-DOF ISP plant with 

assumptions that 𝑥1 = 𝜃𝑝 ,  𝑥2 = �̇�𝑝 ,𝑥3 = 𝜃𝑟 , 𝑥4 = �̇�𝑟 , 𝑥5 =

𝜃𝑎, 𝑥6 = �̇�𝑎, 𝑦1 = 𝜃𝑝, 𝑦2 = 𝜃𝑟and 𝑦3 = 𝜃𝑎can be modeled as 

follows: 

{
�̇� = 𝜔
�̇� = ℎ(𝜃) + 𝐻(𝜃)𝜔 + 𝐵(𝜃)𝑢

 (20) 

where 𝜃 = [𝜃𝑝  𝜃𝑟   𝜃𝑎]
𝑇

 is the angular position vector and 

𝜔 = [�̇�𝑝  �̇�𝑟    �̇�𝑎]
𝑇
is the angular velocity vector of the gimbal. 

In equation (20), the matrix 𝐵(𝜃) is a 3 ×  3 diagonal matrix 

as follows: 

𝐵(𝜃)

=

[
 
 
 
 
 
 
 

𝑁𝐾𝑡

(𝐽𝑝𝑥 + 𝐽𝑎𝑥)𝑅𝑚
0 0

0
𝑁𝐾𝑡

(𝐽𝑟𝑦 + (𝐽𝑎𝑦 + 𝐽𝑝𝑦)cos
2(𝜃𝑝))𝑅𝑚

0

0 0
𝑁𝐾𝑡
𝐽𝑎𝑧𝑅𝑚]

 
 
 
 
 
 
 

 (21) 

Also, matrix 𝐻(𝜃) is a functional matrix whose elements 

include only boundary functions such as sin(𝜃) and cos(𝜃) 
and is defined as follows: 

𝐻(𝜃) = [

0 𝐻12(𝜃) 𝐻13(𝜃)

𝐻21(𝜃) 𝐻22(𝜃) 𝐻23(𝜃)

𝐻31(𝜃) 𝐻32(𝜃) 0

] (22) 

Finally, vector ℎ(𝜃) is also expressed as follows: 

ℎ(𝜃) = [ℎ1(𝜃) ℎ2(𝜃) ℎ3(𝜃)] (23) 

The elements of matrix 𝐻(𝜃)  and vector ℎ(𝜃)  are 

introduced in Appendix. 

In the state space equations obtained in (20), to improve 

the performance of the designed controller as well as reduce 

the implementation costs, it is assumed that the position 

vector 𝜃 is available and measurable and the angular velocity 

vector 𝜔 is unmeasurable which must be estimated. 

 

3. PROPOSED OBSERVER-BASED CONTROL 

The suggested observer for dealing with the nonlinear 

model (20), in addition to the ability to estimate the angular 

velocity with very high accuracy, should be designed in such 

a way that it is possible to design a simple and efficient 

controller for the observed system. For this purpose, a 

nonlinear observer-based state feedback controller will be 

designed. In the following, some preliminary Lemmas for 

designing the proposed controller strategy are provided. 

3.1. Preliminaries 

In this subsection, some preliminary Lemmas are 

presented. 

Lemma 1 (A Lyapunov exponential stability theorem) 

[40]: The nonlinear system �̇� = 𝑓(𝑥) is exponentially stable, 

if there exists a continuously differentiable function 𝑉(𝑥) and 

positive constants 𝜌1, 𝜌2, 𝜌3, and 𝜏 such that 

𝜌1‖𝑥‖
𝜏 ≤ 𝑉(𝑥) ≤ 𝜌2‖𝑥‖

𝜏 

𝜕𝑉

𝜕𝑥
. 𝑓(𝑥) ≤ −𝜌3‖𝑥‖

𝜏 
(24) 

where ‖𝑥‖ = √𝑥𝑇𝑥  is defined as the Euclidean norm. 

Proof: see [40]. 

Lemma 2: For any variables 𝛼, 𝛽 ℝn the inequality (25) 

is always established:  

𝛼𝑇𝛽 ≤
1

2
‖𝛼‖2 +

1

2
‖𝛽‖2 (25) 

Proof: 

‖𝛼 − 𝛽‖2 ≥ 0 → ‖𝛼‖2 + ‖𝛽‖2 − 2𝛼𝑇𝛽 ≥ 0

→ 𝛼𝑇𝛽 ≤
1

2
‖𝛼‖2 +

1

2
‖𝛽‖2 

(26) 

Lemma 3: For any bounded matrix function 𝐴(𝜃) ∈
ℝ𝑛×𝑛, the following inequalities always hold: 

‖𝐴(𝜃)‖ ≤
1

2
𝛾1,       𝛾1 > 1 

 

(27) 

𝐴(𝜃) + 𝐴𝑇(𝜃) ≤
1

2
𝛾2𝐼,   𝛾2 > 1  (28) 

where ‖𝐴‖ = √𝜆𝑚𝑎𝑥(𝐴
𝑇𝐴) = 𝜎𝑚𝑎𝑥(𝐴) is defined as the 

spectral norm of a matrix 𝐴  and 𝜎𝑚𝑎𝑥(. ) represents the 

largest singular value of matrix 𝐴 [41]. 

Proof: 

a) 

‖𝐴(𝜃)‖ = √𝜆𝑚𝑎𝑥(𝐴
𝑇(𝜃)𝐴(𝜃)) = 𝜎𝑚𝑎𝑥(𝐴(𝜃))

≤ (∑∑|𝑎𝑖𝑗|
2

𝑛

𝑗=1

𝑛

𝑖=1

)

1
2

= (∑𝜎𝑘

𝑛

𝑘=1

)

1
2

 

Therefore, 𝛾1 = 2 ∗ sup(∑ 𝜎𝑘
𝑛
𝑘=1 )

1

2, where 𝜎𝑘 represents 

the singular value of matrix 𝐴. 

b) 

𝐴(𝜃) + 𝐴𝑇(𝜃) ≤ |𝜆𝑚𝑎𝑥{𝐴(𝜃) + 𝐴
𝑇(𝜃)}|𝐼 
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Therefore, 𝛾2 = 2 ∗ sup(|𝜆𝑚𝑎𝑥{𝐴(𝜃) + 𝐴
𝑇(𝜃)}|), where 

𝜆𝑚𝑎𝑥(. ) represents the eigen value of matrix 𝐴 + 𝐴𝑇. 

 

3.2. Nonlinear Observer Design 

In the first step, to design an observer for the 3-DIF ISP 

plant, we need to simplify equations (20). As can be seen, all 

elements on the main diagonal of the matrix 𝐵(𝜃) in equation 

(23) are always positive constants that depend on the 

parameters of the ISP system. This means that the 𝐵(𝜃) is 

always a non-singular and invertible matrix. Next, to 

eliminate the nonlinear term ℎ(𝜃),  the input vector 𝑢  is 

considered as follows: 

𝑢 = 𝐵−1(𝜃)(−ℎ(𝜃) + 𝑣) (29) 

In equation (29), the vector 𝑣 is defined as the new input 

of the system, which will be determined in the following 

design steps. By substituting the control signal (29) in the 

system state space equation (20), one has: 

{
�̇� = 𝜔
�̇� = 𝐻(𝜃)𝜔 + 𝑣

 (30) 

As mentioned, it is assumed that the position vector 𝜃 is 

available and measurable but the angular velocity vector 𝜔 is 

not available and must be estimated. Hence, there is a need 

for an observer who can estimate the internal states of the 

system. Assume that �̂� and �̂� are the estimated values of the 

internal states of the system. Then, the observer equations can 

be considered as follows: 

{
�̇̂� = 𝑘1�̃� + �̂�  

�̇̂� = 𝑘2�̃� + 𝐻(𝜃)�̂� + 𝑣 
 (31) 

Note that the above estimation rules are applicable 

because only the available variables (�̂�, �̂�and 𝜃) are used and 

the non-measurable variable 𝜔  is not used. Also, the 

parameters 𝑘1  and 𝑘2 are constant coefficients that are 

determined according to the suggested Lyapunov function in 

the next steps. By definition �̃� = 𝜃 − �̂�  and �̃� = 𝜔 − �̂�  as 

the estimated system state error, one has: 

�̇̃� = {�̇� − �̇̂�} = {(𝜔) − (𝑘1�̃� + �̂�)}

= −𝑘1�̃� + (𝜔 − �̂�)

= −𝑘1�̃� + �̃� 

�̇̃� = {�̇� − �̇̂�} = (𝐻(𝜃)𝜔 + 𝑣)

− (𝑘2�̃� + 𝐻(𝜃)�̂� + 𝑣)

= −𝑘2�̃� + 𝐻(𝜃)(𝜔 − �̂�)

= −𝑘2�̃� + 𝐻(𝜃)�̃� 

(32) 

Consider the following Lyapunov candidate: 

𝑉𝑜 = [�̃�𝑇 �̃�𝑇] [
𝛾2 −

1

2
𝛾

−
1

2
𝛾

2

3

] [�̃�
�̃�
]

= 𝛾2�̃�𝑇�̃� − 𝛾�̃�𝑇�̃�

+
2

3
�̃�𝑇�̃�,        𝛾

= max{𝛾1, 𝛾2} 

(33) 

In matrix function (33), 𝛾 > 1 , so [
γ2 −

1

2
γ

−
1

2
γ

2

3

] > 0 

and therefore, the Lyapunov function (33) is positive definite.  

The time derivative of the Lyapunov function 𝑉𝑜  is 

obtained by: 

�̇�𝑜 = 2𝛾
2�̃�𝑇 �̇̃� − 𝛾�̃�𝑇�̇̃� − 𝛾�̃�𝑇 �̇̃� +

4

3
�̃�𝑇�̇̃� (34) 

By considering the equation of the estimated system state 

error (32), the time derivative of the Lyapunov function (33) 

equals to: 

�̇�𝑜 = 2𝛾
2�̃�𝑇(−𝑘1�̃� + �̃�)

− 𝛾�̃�𝑇(−𝑘2�̃� + 𝐻(𝜃)�̃�)

− 𝛾�̃�𝑇(−𝑘1�̃� + �̃�)

+
4

3
�̃�𝑇(−𝑘2�̃� + 𝐻(𝜃)�̃�)

= (−2𝛾2𝑘1 + 𝛾𝑘2)�̃�
𝑇�̃�

+ (2𝛾2 + 𝑘1𝛾 −
4

3
𝑘2) �̃�

𝑇�̃�

− 𝛾�̃�𝑇𝐻(𝜃)�̃� + �̃�𝑇(−𝛾𝐼

+
4

3
𝐻(𝜃))�̃� 

(35) 

To cancel the cross-product terms, we choose: 

2𝛾2 + 𝑘1𝛾 −
4

3
𝑘2 = 0 → {

𝑘1 = 2𝛾

𝑘2 = 3𝛾
2 (36) 

Therefore, substituting (36) in (35) leads  

�̇�𝑜 = −𝛾
3‖�̃�‖

2
− 𝛾�̃�𝑇𝐻(𝜃)�̃�

+ �̃�𝑇 (−𝛾𝐼

+
2

3
(𝐻(𝜃) + 𝐻𝑇(𝜃))) �̃� 

(37) 

According to Lemma 3: 

|𝛾�̃�𝑇𝐻(𝜃)�̃�| ≤ 𝛾‖�̃�‖‖�̃�‖‖𝐻(𝜃)‖

‖𝐻(𝜃)‖≤
1

2
𝛾

⇒       |𝛾�̃�𝑇𝐻(𝜃)�̃�|

≤
1

2
𝛾2‖�̃�‖‖�̃�‖ 

(38) 

Then with the help of Lemma 2: 

1

2
𝛾2‖�̃�‖‖�̃�‖ =

1

2
(𝛾
3
2‖�̃�‖) (𝛾

1
2‖�̃�‖)

≤
1

4
𝛾3‖�̃�‖

2
+
1

4
𝛾‖�̃�‖2 

(39) 

substituting (28) and (39) in (37) yields: 

�̇�𝑜 ≤ −
3

4
𝛾3‖�̃�‖

2
−
5

12
𝛾‖�̃�‖2

≤ −
𝛾

3
(‖�̃�‖

2
+ ‖�̃�‖2) 

(40) 

The following theorem expresses the convergence of the 

designed observer. 

Theorem 1: By designing the dynamics of the observer 

for system (30) in the form of equation (31), the angular 

http://barsadic.com/W?eid=319077
http://barsadic.com/W?eid=314772
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velocity vector is estimated with very good accuracy, and the 

observed system (32) is exponential stable. 

Proof: To prove the exponentially stability of the 

observed system, the selected Lyapunov function must satisfy 

the Lemma 1 conditions. The upper and lower bounds of the 

suggested Lyapunov function (33) are obtained using Lemma 

2 as follows:  

𝛾�̃�𝑇�̃� ≤
1

2
𝛾2�̃�𝑇�̃� +

1

2
�̃�𝑇�̃� → −𝛾�̃�𝑇�̃� ≥

−
1

2
𝛾2�̃�𝑇�̃� −

1

2
�̃�𝑇�̃�     

(41) 

Therefore, the lower bound of the Lyapunov function (33) 

is obtained as follows:  

𝑉𝑜 = 𝛾
2�̃�𝑇�̃� − 𝛾�̃�𝑇�̃� +

2

3
�̃�𝑇�̃�

≥ (𝛾2�̃�𝑇�̃� −
1

2
𝛾2�̃�𝑇�̃�)

+ (−
1

2
�̃�𝑇�̃� +

2

3
�̃�𝑇�̃�)

=
1

2
𝛾2‖�̃�‖

2
+
1

6
‖�̃�‖2

≥
1

6
(‖�̃�‖

2
+ ‖�̃�‖2) 

(42) 

Considering (41), the upper band of the Lyapunov 

function (33) is as follows:     

𝑉𝑜 = 𝛾
2�̃�𝑇�̃� − 𝛾�̃�𝑇�̃� +

2

3
�̃�𝑇�̃�

≤ (𝛾2�̃�𝑇�̃� +
1

2
𝛾2�̃�𝑇�̃�) + (

1

2
�̃�𝑇�̃� +

2

3
�̃�𝑇�̃�)

=
3

2
𝛾2‖�̃�‖

2
+
7

6
‖�̃�‖2

≤ 2𝛾2 (‖�̃�‖
2

+ ‖�̃�‖2)                                                                

(43) 

So 

1

6
(‖�̃�‖

2
+ ‖�̃�‖2) ≤ 𝑉𝑜

≤ 2𝛾2 (‖�̃�‖
2

+ ‖�̃�‖2)                                                                

(44) 

Therefore, the first condition of Lemma 1 is established 

in such a way that 𝜌1 =
1

6
  and  𝜌2 = 2𝛾

2. It is also clear from 

relation (40) that the second condition hold and 𝜌3 =
𝛾

3
. By 

combining inequalities (40) and (43), one has: 

�̇�𝑜(𝑡) ≤ −
𝛾

3
(‖�̃�‖

2
+ ‖�̃�‖2) ≤ −

𝛾

3
∗
1

2𝛾2
𝑉𝑜

→ �̇�𝑜(𝑡) ≤ −
1

6𝛾
𝑉𝑜(𝑡)

→ 𝑉𝑜(𝑡) ≤ 𝑒
−
𝑡
6𝛾𝑉𝑜(0) 

(45) 

So 

(‖�̃�(𝑡)‖
2
+ ‖�̃�(𝑡)‖2)

≤ 12𝛾2𝑒
−
𝑡
6𝛾  (‖�̃�(0)‖

2

+ ‖�̃�(0)‖2) 

(46) 

Inequality (46) clearly shows the convergence of 

estimation error (32), i.e.: 

‖�̃�(𝑡)‖ → 0
�̃�=𝜃−�̂�
⇒    �̂� → 𝜃 

‖�̃�(𝑡)‖ → 0
�̃�=𝜔−�̂�
⇒     �̂� → 𝜔    

(47) 

Therefore, the proof of Theorem 1 is completed. ■ 

3.3. Control Strategy Design 

In this section, the desired controller is designed for the 

system (31). For this purpose, the term 𝑣 can be considered 

as a virtual control signal in the form of equation (48): 

𝑣 = −(3𝛾2�̃� + 𝐻(𝜃)�̂�) + 𝑘 (48) 

substituting (48) in (31) results in: 

{
�̇̂� = 2𝛾�̃� + �̂�  

�̇̂� = 3𝛾2�̃� + 𝐻(𝜃)�̂� + {−(3𝛾2�̃� + 𝐻(𝜃)�̂�) + 𝑘}

= 𝑘 

 (49) 

Since it has been proved that �̃� tends to zero, 

therefore, )49) is simplified as follows: 

{�̇̂� = �̂�  
�̇̂� = 𝑘 

 (50) 

By considering the virtual control signal 𝑘  as state 

feedback, the equations of state of the closed-loop system (50) 

are transformed as follows: 

{�̇̂� = �̂�  
�̇̂� = −𝑐1�̂� − 𝑐2�̂� 

 (51) 

The above closed-loop system is a simple linear form that 

can be controlled by conventional control approaches such as 

the pole placement method. The overall observer-based 

control structure is demonstrated in Fig. 3. 

Finally, the proposed algorithm for designing an 

observer-based control method for 3-DOF ISP systems is 

summarized in Fig. 4. 

4. SIMULATION RESULTS 

This section is devoted to simulating the 3-DOF ISP 

system presented in Fig. 1. The proposed observer-based 

control method is used to control the 3-DOF ISP plant (20) 

with parameter information provided in Table 1 [8]. 

Remark 2: Since the control performance of the 3-DOF 

ISP plant is strongly affected by wind disturbance, mass 

imbalance torque, and friction torque, a set of friction torque 

and mass imbalance torque is simulated to evaluate the 

effectiveness of the suggestion control approach. 

To simulate the wind disturbance and consider the mass 

imbalance torque, 𝑇𝑑𝑙  is represented by a bounded random 

function as follows [25]: 

(52) 𝑇𝑑𝑙(𝑡) = 2.034(𝑟𝑎𝑛𝑑(𝑡) − 0.5), 𝑙 = 𝑝, 𝑟, 𝑎 

Since the Friction torque is a major part of 𝑇𝑑𝑚, therefore, 

a sinusoidal function is suggested to represent the disturbance 

torque imposed on the ISP as following equation [25]: 
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Fig. 3: Structure of the observer-based control strategy. 

 

 

Fig. 4: The algorithm for designing observer-based control 

method for 3-DOF ISP system. 

 

Table 1: Parameters of an ISP plant. 

Parameter Definition Value 

𝑅𝑚 Armature resistance 7.56 Ω 

𝐾𝑡 Motor torque 

constant 
0.127 𝑁𝑚/𝐴𝑚𝑝 

𝐾𝑒 Back EMF constant 0.128 𝑉/ 𝑟𝑎𝑑/𝑠 
𝑁 Drive ratio 104.7 

𝐽𝐿 Payload inertial 2.2 𝐾𝑔 𝑚2 
𝐽𝑚 Motor inertial 1.8006e-5 Kg 𝑚2 

(53) 
 

𝑇𝑑𝑚=0.06(sin(t/5)+sin(t/10)) 

Also, to evaluate the robustness of the suggestion control 

strategy against the model uncertainties, 9 uncertain 

parameters have been added as shown in Table 2. 

To evaluate the performance of the suggested observer-

based control method, two simulation scenarios are 

considered. In the first scenario, only the ability to stabilize 

the proposed control is examined. In the second one, a 

different profile is considered for the roll, pitch, and yaw 

gimbal angle, and the controller's ability to track different 

outputs is evaluated. 

 

Table 2: Variation Range of the moments of inertia [25]. 

𝐽𝑝 𝐽𝑎 𝐽𝑟 

𝐽𝑝𝑥
= 0.769 + 0.307
∗ 𝑟𝑎𝑛𝑑(𝑡) − 0. ) 

𝐽𝑎𝑥
= 0.975 + 0.390
∗ 𝑟𝑎𝑛𝑑(𝑡) − 0. ) 

𝐽𝑟𝑥
= 1.048 + 0.419
∗ 𝑟𝑎𝑛𝑑(𝑡) − 0. ) 

𝐽𝑝𝑦
= 0.925 + 0.381
∗ 𝑟𝑎𝑛𝑑(𝑡) − 0. ) 

𝐽𝑎𝑦
= 2.546 + 1.018
∗ 𝑟𝑎𝑛𝑑(𝑡) − 0. ) 

𝐽𝑟𝑦
= 2.763 + 1.105
∗ 𝑟𝑎𝑛𝑑(𝑡) − 0. ) 

𝐽𝑝𝑧
= 1.016 + 0.406
∗ 𝑟𝑎𝑛𝑑(𝑡) − 0. ) 

𝐽𝑎𝑧
= 2.732 + 1.093
∗ 𝑟𝑎𝑛𝑑(𝑡) − 0. ) 

𝐽𝑟𝑧
= 2.984 + 1.194
∗ 𝑟𝑎𝑛𝑑(𝑡) − 0. ) 

4.1. Scenario 1 (Stabilization Results) 

In this scenario, the steady-state equations of the 3-DOF 

ISP model (20), dynamics of the nonlinear observer (31), and 

the dynamics of the state feedback control system (49) have 

been simulated in MATLAB and the details of the 

stabilization control responses obtained by applying the 

proposed observer-based controller are provided in Figs. 5-8. 

Figs. 5a and 5b show the pitch positions 𝜃𝑝, and pitch 

velocities �̇�𝑝. As can be seen in Figs. 5a and 5b, the 𝜃𝑝 and 

�̇�𝑝 are stabilized by the designed controller and converge to 

zero in about 0.5 seconds. Figs. 6a and 6b shows that the 

performance of the proposed controller is in the acceptable 

range and it can stabilize roll positions 𝜃𝑟  and roll velocities 

�̇�𝑟  in less than 0.5 seconds. Figs. 7a and 7b illustrates that the 

stabilization time for regulated 𝜃𝑎 and �̇�𝑎  is about 0.45 

seconds. Finally, Figs. 8a–8c shows the smooth control input 

signals 𝑢𝑝, 𝑢𝑟, and 𝑢𝑎, respectively. Based on these figures, 

it is clear that the designed observer has a very good 

performance and can accurately estimate the speed and 

position of each roll, pitch, and yaw gimbal angle in a short 

time. 

4.2. Scenario 2 (Tracking Results) 

To demonstrate the effectiveness and proper 

performance of the proposed controller strategy, the case of 

tracking desired references has been examined. In the 

following, we consider a different profile for each of the 

gimbal angles and examine the performance of the proposed 

controller. 

4.2.1. Pitch position 

It is assumed that the desired reference of the pitch angle 

is per with the following profile: 

 

0 2 4 6 8 10 12 14

column 1

column 2

column 3

Time (sec)
Sec 3 Sec 2 Sec 1

 

 

 

 

Consider the 3-DOF ISP model (20) 

 

Assume a nonlinear observer (31) 

 

 design control signal as 𝑢 = 𝐵−1(𝜃)(−ℎ(𝜃) + 𝑣)) 

 
Start 

 Select  𝑣 = −(3𝛾2�̃� + 𝐻(𝜃)�̂�) + 𝑘 

 

Obtain 𝑐1 and 𝑐2 by pole placement method  

End 

Set 𝑘 = −𝑐1�̂� − 𝑐2�̂� 
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Fig. 5: State response of close-loop 3-DOF ISP system for 

scenario 1, (a) The pitch positions (𝜃𝑝), (b) The pitch 

velocities (�̇�𝑝). 

 
Fig. 6: State response of close-loop 3-DOF ISP system for 

scenario 1, (a) The roll positions (𝜃𝑟), (b) The roll velocities 

(�̇�𝑟). 

 

(54) {

1  1 ≤ 𝑡 < 5
1.5    5 ≤ 𝑡 < 10
1      10 ≤ 𝑡 < 15

0.1 ∗ sin (𝑡)      15 ≤ 𝑡 < 30

 

By applying the proposed controller, the closed-loop 

pitch position and pitch velocities to track the reference input 

(54) for the observer and the model is shown in Fig. 9.  

4.2.2. Roll position 

The desired input to track roll angle is assumed to be as 

follows: 

 

 
Fig. 7: State response of close-loop 3-DOF ISP system for 

scenario 1. (a): The yaw positions (𝜃𝑎), (b): The yaw 

velocities (�̇�𝑎). 

  
Fig. 8: Control signal of close-loop 3-DOF ISP system for 

scenario 1, (a) 𝑢𝑝, (b) 𝑢𝑟, (c) 𝑢𝑎. 

 

(55) {

−2  1 ≤ 𝑡 < 5
−1.5    5 ≤ 𝑡 < 10
−1      10 ≤ 𝑡 < 15

0.1 ∗ sin (𝑡)      15 ≤ 𝑡 < 30

 

How to track the profile (55) for the roll angle state is 

also illustrated in Fig. 10. 

4.2.3. Yaw position 

For the yaw angular variable, the desired input is 

considered as profile (56): 

(56) {

3  1 ≤ 𝑡 < 5
2.5    5 ≤ 𝑡 < 10
2      10 ≤ 𝑡 < 15

0.1 ∗ sin (𝑡)      15 ≤ 𝑡 < 30
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Fig. 9: State response of close-loop 3-DOF ISP system for 

scenario 2, (a) The pitch positions (𝜃𝑝), (b) The pitch 

velocities (�̇�𝑝). 

 

The variations of the yaw angular variable to follow the 

above path are shown in Fig. 11.  

Figs. 9-11 reveal that the angular positions of pitch, roll 

and yaw are well-tracked by the proposed control strategy. As 

can be seen, the closed-loop system is well able to follow the 

assumed paths for all three system states, and the amount of 

tracking error is acceptable. Finally, Fig. 12 shows the control 

efforts 𝑢𝑝, 𝑢𝑟, and 𝑢𝑎 for Scenario 2.  

Remark 3: It is important to mention that in most of the 

methods proposed to control the position of the ISP system in 

the current literature, it has been assumed that all required 

states with appropriate accuracy are available. In this paper, 

to reduce the number of measuring devices and also to 

increase the accuracy of the angular velocity value, instead of 

expensive gyroscopes, a velocity observer has been used. 

Also, in theorem 1, it was proved that the error of the designed 

nonlinear observer exponentially tends to zero and this allows 

us to estimate the angular velocity with very good accuracy. 

Given the above, comparing the observer-based control 

method proposed in this paper with previous methods is not 

fair because the performance of the output feedback 

controller at its best is the same performance as the state 

feedback controller when all system variables are available. 

To evaluate the performance and quality of the suggested 

observer algorithm, the following two performance indexes 

are utilized. 

 

 

 

 

 

Fig. 10: State response of close-loop 3-DOF ISP system for 

scenario 2, (a) The roll positions (𝜃𝑟), (b) The roll velocities 

(�̇�𝑟). 
 

 

 

 

 

Fig. 11: State response of close-loop 3-DOF ISP system for 

scenario 2, (a) The yaw positions (𝜃𝑎), (b) The yaw 

velocities (�̇�𝑎). 
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Fig. 12: Control signal of close-loop 3-DOF ISP system for 

scenario 2, (a) 𝑢𝑝, (b) 𝑢𝑟, (c) 𝑢𝑎. 

 

4.2.4. The Integral Square Error (ISE) performance index 

ISE is one of the indexes used to show the level of 

deviation of tracking errors in control systems and is defined 

as follows: 

(57) 𝐼𝑆𝐸 = ∫ (𝑦𝑜𝑏𝑠(𝑡) − 𝑦𝑠𝑦𝑠(𝑡))
2𝑑𝑡

𝑡𝑠

0

 

where 𝑦𝑜𝑏𝑠(𝑡)  and 𝑦𝑠𝑦𝑠 are defined as the observer output 

and system output respectively, and 𝑡𝑠  represents the 

simulation time. 

 

4.2.5. The Maximum Absolute Value (MAV) performance 

index 

MAV criterion is used to evaluate the tracking accuracy, 

which is defined as formula (58): 

(58) 𝑀𝐴𝑉 = max
𝑡∈[0,𝑡𝑠]

|𝑦𝑜𝑏𝑠(𝑡) − 𝑦𝑠𝑦𝑠(𝑡)| 

The browser performance for all variables in both 

scenarios is summarized in Table 3. Based on this table, it can 

be seen that the designed observer has a satisfactory 

performance and has been able to estimate the system 

variables with good accuracy.  

Remark 4: Compared to other existing control strategies, 

the superiority of the strategy proposed in this paper is in 

cases such as: 

1- Reducing the cost of construction and reducing the 

weight of the control system connected to the 

moving object through the removal of expensive 

gyroscopes  

2- Easy implementation, and its efficiency. 

3- CONCLUSION 

This paper suggested the issue of observer-based control 

of the 3-DOF ISP system. To control ISP systems, in addition 

to measuring the angular position, angular velocity is also  

 

Table 3: Parameter’s performance indexes for two 

scenarios. 

Index  State variable 

 

Value 

 

Scenario 

1 

Scenario 

2 

 

 

 

 

 

𝑰𝑺𝑬 

pitch positions (𝜃𝑝) 0.0005 0.0018 

pitch velocities (�̇�𝑝) 0.0877 0.8458 

roll positions (𝜃𝑟) 0.0236 6.34e-5 

roll velocities (�̇�𝑟) 3.0731 0.0862 

yaw positions (𝜃𝑎) 0.0084 0.0210 

yaw velocities (�̇�𝑎) 1.1840 3.277 

 

 

 

 

 

𝑴𝑨𝑽 

pitch positions (𝜃𝑝) 0.1190 0.1067 

pitch velocities (�̇�𝑝) 0.8483 1.4782 

roll positions (𝜃𝑟) 0.8436 0.0242 

roll velocities (�̇�𝑟) 6.2314 0.4230 

yaw positions (𝜃𝑎) 0.4053 0.7324 

yaw velocities (�̇�𝑎) 3.7367 6.304 

 

required. Gyroscopes used to accurately measure angular 

velocity are expensive and also always have error 

measurement values due to gyroscope drift. On the other hand, 

there are limitations on the weight and volume of stabilization 

systems, therefore if angular velocity can be measured 

accurately and at the lowest possible cost, it is possible to 

achieve high performance and more economically in practical 

design. To reduce the expressed problems, the velocity 

observer is used to estimate the velocity vector based on the 

Lyapunov theorem. For this purpose, first, to design an 

efficient observer, the state space equation for the ISP system 

is rewritten to a new form. Then with the help of the 

Lyapunov-based nonlinear control technique, a nonlinear 

observer is designed to improve the velocity estimation of the 

ISP plant. Finally, through Theorem 1, the exponential 

stability and convergence of the observer system are proved. 

The simulation results showed that the proposed control 

method is efficient and can track different sources well. In 

future work, we can suggest some implementation issues that 

may come up in experimental settings, such as constraints on 

system state variables, state time delay, or input saturation for 

designing the high-performance ISP controller.  

APPENDIX 

Based on equations (17) - (19), the elements of the 𝐻(𝜃) and 

ℎ(𝜃) are obtained as follows: 
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𝐻12(𝜃) = 𝜔𝑖𝑏𝑧
𝑏 ∗ 𝑐𝑜𝑠(𝜃𝑟)  +  𝜔𝑖𝑏𝑥

𝑏 ∗ 𝑠𝑖𝑛(𝜃𝑟)  

+ (𝑠𝑖𝑛(𝜃𝑝) ∗ (𝑠𝑖𝑛(𝜃𝑝) ∗ (𝜔𝑖𝑏𝑧
𝑏

∗ 𝑐𝑜𝑠(𝜃𝑟)  −  𝜔𝑖𝑏𝑥
𝑏 ∗ 𝑠𝑖𝑛(𝜃𝑟))  

+ 𝜔𝑖𝑏𝑦
𝑏 ∗ 𝑐𝑜𝑠(𝜃𝑝)) ∗ (𝐽𝑎𝑦  −  𝐽𝑎𝑧  

+  𝐽𝑝𝑦  −  𝐽𝑝𝑧))/(𝐽𝑎𝑥  +  𝐽𝑝𝑥)  

− (𝑐𝑜𝑠(𝜃𝑝) ∗ (𝑐𝑜𝑠(𝜃𝑝) ∗ (𝜔𝑖𝑏𝑧
𝑏

∗ 𝑐𝑜𝑠(𝜃𝑟)  −  𝜔𝑖𝑏𝑥
𝑏 ∗ 𝑠𝑖𝑛(𝜃𝑟))  

− 𝜔𝑖𝑏𝑦
𝑏 ∗ 𝑠𝑖𝑛(𝜃𝑝)) ∗ (𝐽𝑎𝑦  −  𝐽𝑎𝑧  

+  𝐽𝑝𝑦  −  𝐽𝑝𝑧))/(𝐽𝑎𝑥  +  𝐽𝑝𝑥) 

𝐻13(𝜃) = (𝐽𝑎𝑧 ∗ (𝑠𝑖𝑛(𝜃𝑝) ∗ (𝜔𝑖𝑏𝑧
𝑏 ∗ 𝑐𝑜𝑠(𝜃𝑟)  −  𝜔𝑖𝑏𝑥

𝑏

∗ 𝑠𝑖𝑛(𝜃𝑟))  +  𝜔𝑖𝑏𝑦
𝑏

∗ 𝑐𝑜𝑠(𝜃𝑝)))/(𝐽𝑎𝑥  +  𝐽𝑝𝑥) 

𝐻21(𝜃) =  −(𝐽𝑎𝑥 ∗ 𝜔𝑖𝑏𝑥
𝑏 ∗ 𝑠𝑖𝑛(𝜃𝑟)  +  𝐽𝑝𝑥 ∗ 𝜔𝑖𝑏𝑥

𝑏

∗ 𝑠𝑖𝑛(𝜃𝑟)  −  𝐽𝑎𝑥 ∗ 𝜔𝑖𝑏𝑧
𝑏 ∗ 𝑐𝑜𝑠(𝜃𝑟)  

−  𝐽𝑝𝑥 ∗ 𝜔𝑖𝑏𝑧
𝑏 ∗ 𝑐𝑜𝑠(𝜃𝑟))/(𝐽𝑟𝑦  +  𝐽𝑎𝑦

∗ cos2(𝜃𝑝)  + 𝐽𝑝𝑦 ∗ cos
2(𝜃𝑝) 

  

𝐻22(𝜃) =   (𝐽𝑎𝑦 ∗ 𝑐𝑜𝑠
2(𝜃𝑝)  +  𝐽𝑝𝑦 ∗ 𝑐𝑜𝑠

2(𝜃𝑝)  +  𝐽𝑎𝑧

∗ 𝑠𝑖𝑛2(𝜃𝑝)  +  𝐽𝑝𝑧 ∗ 𝑠𝑖𝑛
2(𝜃𝑝)  − 𝐽𝑎𝑦

∗ 𝜔𝑖𝑏𝑥
𝑏 ∗ 𝑐𝑜𝑠(𝜃𝑝) ∗ 𝑐𝑜𝑠(𝜃𝑟)

∗ 𝑠𝑖𝑛(𝜃𝑝)  +  𝐽𝑎𝑧 ∗ 𝜔𝑖𝑏𝑥
𝑏 ∗ 𝑐𝑜𝑠(𝜃𝑝)

∗ 𝑐𝑜𝑠(𝜃𝑟) ∗ 𝑠𝑖𝑛(𝜃𝑝)  −  𝐽𝑝𝑦 ∗ 𝜔𝑖𝑏𝑥
𝑏

∗ 𝑐𝑜𝑠(𝜃𝑝) ∗ 𝑐𝑜𝑠(𝜃𝑟) ∗ 𝑠𝑖𝑛(𝜃𝑝)  

+  𝐽𝑝𝑧 ∗ 𝜔𝑖𝑏𝑥
𝑏 ∗ 𝑐𝑜𝑠(𝜃𝑝) ∗ 𝑐𝑜𝑠(𝜃𝑟)

∗ 𝑠𝑖𝑛(𝜃𝑝)  −  𝐽𝑎𝑦 ∗ 𝜔𝑖𝑏𝑧
𝑏 ∗ 𝑐𝑜𝑠(𝜃𝑝)

∗ 𝑠𝑖𝑛(𝜃𝑝) ∗ 𝑠𝑖𝑛(𝜃𝑟)  +  𝐽𝑎𝑧 ∗ 𝜔𝑖𝑏𝑧
𝑏

∗ 𝑐𝑜𝑠(𝜃𝑝) ∗ 𝑠𝑖𝑛(𝜃𝑝) ∗ 𝑠𝑖𝑛(𝜃𝑟)  

−  𝐽𝑝𝑦 ∗ 𝜔𝑖𝑏𝑧
𝑏 ∗ 𝑐𝑜𝑠(𝜃𝑝) ∗ 𝑠𝑖𝑛(𝜃𝑝)

∗ 𝑠𝑖𝑛(𝜃𝑟)  + 𝐽𝑝𝑧 ∗ 𝜔𝑖𝑏𝑧
𝑏 ∗ 𝑐𝑜𝑠(𝜃𝑝)

∗ 𝑠𝑖𝑛(𝜃𝑝) ∗ 𝑠𝑖𝑛(𝜃𝑟))/(𝐽𝑟𝑦  +  𝐽𝑎𝑦

∗ 𝑐𝑜𝑠2(𝜃𝑝)  + 𝐽𝑝𝑦 ∗ 𝑐𝑜𝑠
2(𝜃𝑝)  

 

𝐻23(𝜃) =  −(𝐽𝑎𝑧 ∗ 𝑠𝑖𝑛(𝜃𝑝)  +  𝐽𝑎𝑧 ∗ 𝜔𝑖𝑏𝑥
𝑏 ∗ 𝑐𝑜𝑠(𝜃𝑝)

∗ 𝑐𝑜𝑠(𝜃𝑟)  + 𝐽𝑎𝑧 ∗ 𝜔𝑖𝑏𝑧
𝑏 ∗ 𝑐𝑜𝑠(𝜃𝑝)

∗ 𝑠𝑖𝑛(𝜃𝑟))/(𝐽𝑟𝑦  +  𝐽𝑎𝑦 ∗ 𝑐𝑜𝑠
2(𝜃𝑝)  

+  𝐽𝑝𝑦 ∗ 𝑐𝑜𝑠
2(𝜃𝑝)) 

 

 𝐻31(𝜃) =  𝜔𝑖𝑏𝑦
𝑏 ∗ 𝑐𝑜𝑠(𝜃𝑝) + 𝜔𝑖𝑏𝑧

𝑏 ∗ 𝑐𝑜𝑠(𝜃𝑟) ∗ 𝑠𝑖𝑛(𝜃𝑝)

− 𝜔𝑖𝑏𝑥
𝑏 ∗ 𝑠𝑖𝑛(𝜃𝑝) ∗ 𝑠𝑖𝑛(𝜃𝑟) 

 

𝐻32(𝜃) =  𝜔𝑖𝑏𝑧
𝑏 ∗ 𝑐𝑜𝑠(𝜃𝑝) ∗ 𝑠𝑖𝑛(𝜃𝑟)  −  𝜔𝑖𝑏𝑥

𝑏 ∗ 𝑐𝑜𝑠(𝜃𝑝)

∗ 𝑐𝑜𝑠(𝜃𝑟) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(59) 

And  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 (60) 

ℎ1(𝜃) = (𝑇𝑑𝑝 +  𝑁 ∗ 𝑇𝑑𝑚)/(𝐽𝑎𝑥  +  𝐽𝑝𝑥)  − �̇�𝑖𝑏𝑥
𝑏  

∗ 𝑐𝑜𝑠(𝜃𝑟)  −  �̇�𝑖𝑏𝑧
𝑏 ∗ 𝑠𝑖𝑛(𝜃𝑟)  

−  ((𝑠𝑖𝑛(𝜃𝑝) ∗ (𝜔𝑖𝑏𝑧
𝑏 ∗ 𝑐𝑜𝑠(𝜃𝑟)  

−  𝜔𝑖𝑏𝑥
𝑏 ∗ 𝑠𝑖𝑛(𝜃𝑟))  +  𝜔𝑖𝑏𝑦

𝑏

∗ 𝑐𝑜𝑠(𝜃𝑝)) ∗ (𝑐𝑜𝑠(𝜃𝑝) ∗ (𝜔𝑖𝑏𝑧
𝑏

∗ 𝑐𝑜𝑠(𝜃𝑟)  −  𝜔𝑖𝑏𝑥
𝑏 ∗ 𝑠𝑖𝑛(𝜃𝑟))  

−  𝜔𝑖𝑏𝑦
𝑏 ∗ 𝑠𝑖𝑛(𝜃𝑝)) ∗ (𝐽𝑎𝑦  −  𝐽𝑎𝑧  

+  𝐽𝑝𝑦 − 𝐽𝑝𝑧))/(𝐽𝑎𝑥  +  𝐽𝑝𝑥)  

+  (𝐽𝑚 ∗ 𝑁 ∗ (𝑁 −  1) ∗ (�̇�𝑖𝑏𝑥
𝑏

∗ 𝑐𝑜𝑠(𝜃𝑟)  −  �̇�𝑖𝑏𝑧
𝑏

∗ 𝑠𝑖𝑛(𝜃𝑟)))/(𝐽𝑎𝑥  +  𝐽𝑝𝑥)  +  (𝐾𝑒

∗ 𝐾𝑡 ∗ 𝑁
2 ∗ (𝜔𝑖𝑏𝑥

𝑏 ∗ 𝑐𝑜𝑠(𝜃𝑟)  

−  𝜔𝑖𝑏𝑧
𝑏 ∗ 𝑠𝑖𝑛(𝜃𝑟)))/(𝑅𝑚 ∗ (𝐽𝑎𝑥  

+  𝐽𝑝𝑥)) 

ℎ3(𝜃) = �̇�𝑖𝑏𝑦
𝑏 ∗ 𝑠𝑖𝑛(𝜃𝑝)  −  𝑐𝑜𝑠(𝜃𝑝) ∗ (�̇�𝑖𝑏𝑧

𝑏

∗ 𝑐𝑜𝑠(𝜃𝑟)  −  �̇�𝑖𝑏𝑥
𝑏 ∗ 𝑠𝑖𝑛(𝜃𝑟))  

+ (𝑇𝑑𝑎  +  𝑁 ∗ 𝑇𝑑𝑚)/𝐽𝑎𝑧  +  (𝐽𝑚

∗ 𝑁 ∗ (𝑁 −  1) ∗ (𝜔𝑖𝑏𝑧
𝑏 ∗ 𝑐𝑜𝑠(𝜃𝑝)

∗ 𝑐𝑜𝑠(𝜃𝑟)  −  𝜔𝑖𝑏𝑦
𝑏 ∗ 𝑠𝑖𝑛(𝜃𝑝)  

+ 𝜔𝑖𝑏𝑥
𝑏 ∗ 𝑐𝑜𝑠(𝜃𝑝)

∗ 𝑠𝑖𝑛(𝜃𝑟)))/𝐽𝑎𝑧 + (𝐾𝑒 ∗ 𝐾𝑡 ∗ 𝑁
2

∗ (𝜔𝑖𝑏𝑧
𝑏 ∗ 𝑐𝑜𝑠(𝜃𝑝) ∗ 𝑐𝑜𝑠(𝜃𝑟)  

− 𝜔𝑖𝑏𝑦
𝑏 ∗ 𝑠𝑖𝑛(𝜃𝑝)  +  𝜔𝑖𝑏𝑥

𝑏

∗ 𝑐𝑜𝑠(𝜃𝑝) ∗ 𝑠𝑖𝑛(𝜃𝑟)))/(𝐽𝑎𝑧 ∗ 𝑅𝑚) 

 

ℎ2(𝜃) = (𝜔𝑖𝑏𝑦
𝑏 ∗ 𝑐𝑜𝑠2(𝜃𝑝) ∗ (𝐽𝑎𝑦  +  𝐽𝑝𝑦)  + (𝐽𝑟𝑥

− 𝐽𝑟𝑧) ∗ (𝜔𝑖𝑏𝑥
𝑏 ∗ cos (𝜃𝑟)  +  𝜔𝑖𝑏𝑧

𝑏

∗ sin (𝜃𝑟)) ∗ (𝜔𝑖𝑏𝑧
𝑏 ∗ cos (𝜃𝑟)  

−  𝜔𝑖𝑏𝑥
𝑏 ∗ sin (𝜃𝑟))  −  sin (𝜃𝑝)

∗ (cos (𝜃𝑝) ∗ (𝜔𝑖𝑏𝑧
𝑏 ∗ cos (𝜃𝑟)  

−  𝜔𝑖𝑏𝑥
𝑏 ∗ sin (𝜃𝑟))  −  𝜔𝑖𝑏𝑦

𝑏

∗ sin (𝜃𝑝)) ∗ (𝐽𝑎𝑧  +  𝐽𝑝𝑧)  

+  (𝜔𝑖𝑏𝑥
𝑏 ∗ cos (𝜃𝑟)  + 𝜔𝑖𝑏𝑧

𝑏

∗ sin (𝜃𝑟)) ∗ (𝜔𝑖𝑏𝑧
𝑏 ∗ cos (𝜃𝑟)  

−  𝜔𝑖𝑏𝑥
𝑏 ∗ sin (𝜃𝑟)) ∗ (𝐽𝑎𝑥  +  𝐽𝑝𝑥)  

−  cos (𝜃𝑝) ∗ (cos (𝜃𝑝) ∗ (𝜔𝑖𝑏𝑧
𝑏

∗ cos (𝜃𝑟)  −  𝜔𝑖𝑏𝑥
𝑏 ∗ sin (𝜃𝑟))  

−  𝜔𝑖𝑏𝑦
𝑏 ∗ sin (𝜃𝑝)) ∗ (𝜔𝑖𝑏𝑥

𝑏

∗ cos (𝜃𝑟)  +  𝜔𝑖𝑏𝑧
𝑏 ∗ sin (𝜃𝑟))

∗ (𝐽𝑎𝑧  +  𝐽𝑝𝑧)  −  sin (𝜃𝑝)

∗ (sin (𝜃𝑝) ∗ (𝜔𝑖𝑏𝑧
𝑏 ∗ cos (𝜃𝑟)  

−  𝜔𝑖𝑏𝑥
𝑏 ∗ sin (𝜃𝑟))  
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+ 𝜔𝑖𝑏𝑦
𝑏 ∗ cos (𝜃𝑝)) ∗ (𝜔𝑖𝑏𝑥

𝑏 ∗ cos (𝜃𝑟)  +  𝜔𝑖𝑏𝑧
𝑏

∗ sin (𝜃𝑟)) ∗ (𝐽𝑎𝑦  +  𝐽𝑝𝑦)  

+  cos (𝜃𝑝) ∗ sin (𝜃𝑝) ∗ (𝜔𝑖𝑏𝑧
𝑏

∗ cos (𝜃𝑟)  −  𝜔𝑖𝑏𝑥
𝑏 ∗ sin (𝜃𝑟))

∗ (𝐽𝑎𝑦  +  𝐽𝑝𝑦))/((𝐽𝑎𝑦  +  𝐽𝑝𝑦)

∗ 𝑐𝑜𝑠2(𝜃𝑝)  +  𝐽𝑟𝑦) 

+ (𝑇𝑑𝑟  +  𝑁 ∗ 𝑇𝑑𝑚)/((𝐽𝑎𝑦  +  𝐽𝑝𝑦) ∗ 𝑐𝑜𝑠
2(𝜃𝑝)  

+  𝐽𝑟𝑦)  + (𝐽𝑚 ∗ 𝑁 ∗ �̇�𝑖𝑏𝑦
𝑏 ∗ (𝑁 

−  1))/((𝐽𝑎𝑦  +  𝐽𝑝𝑦) ∗ 𝑐𝑜𝑠
2(𝜃𝑝)  

+  𝐽𝑟𝑦)  + (𝐾𝑒 ∗ 𝐾𝑡 ∗ 𝑁
2

∗ 𝜔𝑖𝑏𝑦
𝑏 )/(𝑅𝑚 ∗ ((𝐽𝑎𝑦  +  𝐽𝑝𝑦)

∗ 𝑐𝑜𝑠2(𝜃𝑝)  +  𝐽𝑟𝑦) 
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