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Abstract: Wireless sensor networks (WSNs) consist of a large number of sensor nodes that allow users to accurately 

monitor a remote environment by aggregating the data from the individual nodes. These networks require robust and 

energy-efficient protocols that are improved reliability and lifetime of WSNs. Clustering of sensor nodes is an 

emerging paradigm for the energy-efficient approach to improve lifetime and the reliability of WSN by reducing energy 

consumption. In this paper, a new Energy-efficient weighted multi-level Clustering Protocol (EWCP) is proposed. Cluster 

heads (CHs) are selected based on the allotted weight to each sensor nodes. The weight includes the parameters of sensors 

such as density, residual energy, and distance to prolong the network's lifetime and increase its efficiency. Also, the cluster 

members are selected based on their distance to the selected CHs. The lifetime of EWCP is improved significantly to 

compare with the other protocols. This improvement is attributed to the fact that EWCP is energy-efficient in clustering 

protocol. 
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1. INTRODUCTION 

In recent decades, remote sensing systems have taken 

into consideration in the academic and industrial community. 

The sensor is equipment to study the surrounding 

environment. They can sense the possible changes in the 

environment, detect events, and provide an appropriate output. 

Sensor nodes are the fundamental elements in Wireless 

Sensor Networks (WSNs) which constructed from transceiver, 

microcontroller and power sources [1]. The sensor nodes 

gather data from the environment and, the practical 

information can be taken from the sensors by extra process on 

data. Sensor network [2] include a massive number of sensors 

that are deployed and communicated wireless with each other. 

These networks consist of a huge number of nodes to 

aggregate and send data from an unaccessible environment to 

Base Station (BS) – which is called also sink. 

In most application of WSNs, especially when sensor 

nodes are deployed in inaccessible areas, sensor nodes have a 

non-rechargeable and non-replaceable battery. Hence, WSNs 

are constrained with a limited sensor nodes' energy capacity. 

In order to extend the lifetime, WSNs and efficient 

deployment of power sources, all aspects of the network 

should be designed accurately.  In this regards, routing 

protocols are crucial in WSNs [3]. Usually, routing protocols 

based on network structure are divided into two main groups: 

flat and hierarchical routing [4]. Here, the hierarchical routing 

protocols, also known as cluster-based routing. This 

technique is proved to be a smart solution to optimise energy 

consumption in WSNs, which can help these networks 

improve the lifetime and scalability of these networks. 

Generally, in clustering algorithms, the nodes split into 

various groups called clusters. These networks consist of 

three pillar components: 1. Clusters, 2. Cluster Heads (CHs) 

and 3. Base station (BS) [5]. 

The clustering algorithms provide an efficient and 

reliable routing between sensor nodes and BS [6]. The routing 

of clustering technique is as follows: first, all cluster members 

aggregate data from the environment and send them to their 

assigned cluster heads based on a given routing table. Then, 

CHs sent the data to the other CHs or BS using the shortest 

route. Hence, this routing strategy provides low bandwidth 

usage. The communication between cluster members and 

assigned CH called internal communication which can be a 

hybrid of single- or multi-hop communication protocol [1,7]. 

Also, the communication between CHs and BS called 

external communication. These communications, same as 
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internal communication, can be single- or multi-hop 

communication protocol. 

In the single-hop communication protocol, all nodes can 

send data directly to BS. This communication protocol causes 

some drawbacks, such as a large transmitting domain and 

high energy consumption during the transmitting. Therefore, 

due to the limited source of nodes' energy, the multi-hop 

communication can be considered a suitable alternative to 

address the single-hop communication drawbacks. In the 

multi-hop communication protocol, the transmitting domain 

of CHs is limited by sending data in several hops to reach BS. 

All these two communication protocols have an 

inevitable challenge of imbalanced energy consumption, 

resulting in problems such as the increased concentration of 

data transmission in part of the network and poor 

performance of the network lifetime. Clustering algorithms 

consider several criteria to control energy consumption 

WSNs. These criteria include energy, lifetime calculations, 

number of hops, distance from CHs, and control form, i.e., 

centralised or distributed control schemes [8]. Hence, the 

clustering algorithm is designed to solve problems such as 

minimising cluster size, CHs selection or re-selection, and 

operation and maintenance of clusters.  

In WSNs, CHs consume the highest energy consumption 

than other nodes due to their communication with the base 

station. The major drawback in existing clustering protocols 

is inefficient distributed CHs. The inefficient distributed CHs 

cause CHs are located near to each other or close to the edge 

of a network, or CHs are located in a spars area. When CHs 

are near each other, data transmission concentration in the 

area and the energy consumption is increased. In this situation, 

data traffic of CHs are heavy, and the risk of draining of  their 

energy is increased [9]. 

If CHs are located close to the edge of a network, the time 

of data transmitting is increased. Also, if CHs are located in a 

spars area, the data transmitting range of those CHs are 

increased. Thus, high data transmitting time and range lead to 

depleting the energy of nodes. 

To address these drawbacks, an optimal clustering 

protocol is proposed in this paper. The main focus of the 

proposed EWCP is to select optimal cluster heads by 

considering minimise the energy consumption and routing 

method together to enhance the lifetime of WSNs. In the 

proposed EWCP, the optimal CHs are selected based on the 

distance from BS, nodes' energy level, and network density. 

After that, the members for each cluster are chosen based on 

the distance between nodes and CHs. Moreover, the routing 

method based on hierarchical clustering protocol has more 

capability for scalability and communication. This method is 

adopted to design the proposed protocol. 

The remainder of this paper is organised as follows: An 

overview of related work on clustering protocol provides in 

section 2. The proposed protocol describes in section 3, which 

includes the energy dissipation model and network model 

applied in this paper. Section 4 discusses applying the 

proposed clustering protocol to the sample network and 

comparing the protocol with some other clustering protocols. 

Eventually, Section 5 explain concluding remarks.  

2. RELATED WORK 

In this section, we review some literature that proposed 

some clustering protocols to enhance the lifetime of WSNs 

by reducing energy consumption.  

The primary clustering protocol for WSNs is Low 

Energy Adaptive Clustering Hierarchy (LEACH) protocol 

proposed by Heinzelman and et al. in [10]. LEACH protocol 

selects and rotating CHs with the random number. This 

protocol is a distributed scheme design. Since decisions on, it 

is still plausible that sensor nodes with low residual energy 

are selected as CHs.  LEACH protocol impossible to ensure 

that cluster heads are distributed optimally over the network. 

A various number of the enhanced model of LEACH have 

been proposed, e.g., HEED [11], TEEN [12] and PEGASIS 

[13], to overcome mentioned issues. The aim of the proposed 

Distributed Weight-based Energy-efficient Hierarchical 

Clustering (DWEHC) protocol in [14] is to develop Hybrid 

Energy Efficient (HEED) protocol by constructing clusters 

with balanced size and optimising the topology of clusters. 

The weight is a locally calculated parameter used as a 

criterion in CH election and is defined using (1). 
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where, ( )
residual

E s  and ( )
initial

E s are residual and initial 

energy levels in sensor node s, respectively. R is the cluster 

range, and d is the distance from node s to neighbouring node 

u. Therefore, this protocol is not appropriate for a network 

with a large area because of its enormous energy consumption. 
A decentralised energy-efficient hierarchical cluster-based 

routing protocol that enhances the network's lifetime by 

protocol comprising a multi-criterion clustering algorithm is 

proposed in [15]. The protocol contains an Energy-Aware 

Distributed Clustering EADC algorithm is presented in [16], 

which can be applied in WSNs with non-uniform node 

distribution. The protocol includes an energy-aware 

clustering algorithm and a cluster-based routing algorithm. 

The whole process is divided into three phases: information 

collection phase, cluster head competition phase, and cluster 

formation phase. The protocol initially selects fixed CHs 

using two weights, including energy and distance to the other 

nodes. Tang, Chengpei, et al. [17] proposed a collaborative 

weighted clustering algorithm (CWCA) weighted clustering 

protocol. It used in monitoring the oil pipeline. In this method, 

the weight of the nodes is assigned by four factors, i.e., degree, 

Euclidean distance, mobility, and a lifetime of nodes. The 

weights of nodes are expressed by (2): 

𝑤𝑒𝑖𝑔ℎ𝑡(𝑖) = 𝛼1 × 𝐷𝑖 + 𝛼2 × 𝑃𝑖 + 𝛼3 × 𝑀𝑖 + 𝛼4 × 𝑇𝑖   (2) 

Consequently, in this equation, the sum of coefficients is 

one (i.e., 𝛼1 + 𝛼2 + 𝛼3 + 𝛼4 = 1) and in the static network 

without mobility, 𝑀𝑖 is assumed zero. 

In clustering iterations, this protocol requires a large 

amount of control overhead compared to the other protocols. 

The main challenge in clustering algorithms is selecting the 

optimal CHs. Thus, the computation of selecting the CHs in 

the large-scale networks is heavy by classical analyses, and it 

grows exponentially. For example, we need to assess 2N-1 

states to choose optimal CHs for N nodes. We can conclude 

that this mentioned problem is a Nondeterministic 
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Polynomial NP-hard [18]. Furthermore, to reach the optimal 

CHs the optimisation methods should search over a vast space. 

Due to vast space this problem becomes infeasible. Thus, the 

efficient solutions in dealing with selecting clusters and 

cluster members is heuristic optimisation algorithms. 

Genetic Algorithm-based Optimized Clustering protocol 

(GAOC) is proposed in [19-20]. The selection of CHs is made 

by the genetic algorithm (GA), which the fitness function 

formulates by integrating residual energy, distance to the BS, 

and node density. Shuffled frog leaping algorithm (SFLA) 

proposed in [21] to select CH, which reduced energy 

consumption. Ant Colony Optimizer (ACO) used in ACO 

Optimized Self-Organized Tree-Based Energy Balance 

(AOSTEB) to discovers an efficient route during intra-cluster 

communication [22]. Evolutionary game is used to formulate 

the clustering machine-type devices [23]. This model 

decreases the number of redundant bits transmitted to the BS 

in order to decrease the transmission power. AOSTEB 

operates in three phases: cluster-formation, multi-path 

creation, and data transmission. The desired number of sensor 

nodes is a candidate as cluster heads (CHs) during cluster-

formation, and the remaining sensor nodes join the nearest 

CHs to create a cluster. The optimised route is selected by 

using the ACO to consider the shortest distance and less 

energy consumption to initiate the data exchange process 

within the cluster. In the literature [24], to reduce the energy 

consumption of the sensor nodes, used ARSH-FATI 

algorithm, a metaheuristic algorithm to select CHs (ARSH-

FATI-CHS). Particle Swarm Optimization (PSO) algorithm 

implemented at the BS as a centralised method [25]. In this 

algorithm, both distance and energy consider as multi-

objective function. The objective is to minimise the average 

Euclidean distance between the cluster members and their 

assigned CHs and the proportion of the total energy 

consumption of the entire nodes to the total energy sum of the 

CH candidates. P. C. Srinivasa Rao et al. [26] proposed the 

cluster heads election by PSO algorithms, which is named 

PSO-ECHS. In this method, the parameters like intra-cluster 

distance, distance from the sink and residual energy of sensor 

nodes are considered, so by these parameters, the particles of 

algorithms are coded. After CHs selection, the clusters are 

formed, and the members of every cluster should be elected. 

In CH formation, (3) express the weight assigned to every 

node, and the nodes with the highest weight are jointed to the 

CH. 

𝐶𝐻𝑤𝑒𝑖𝑔ℎ𝑡(𝑠𝑖,𝐶𝐻𝑗)

=
𝐸𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙(𝐶𝐻𝑗)

𝑑𝑖𝑠(𝑠𝑖 , 𝐶𝐻𝑗) × 𝑑𝑖𝑠(𝐶𝐻𝑗 , 𝐵𝑆) × 𝑛𝑜𝑑𝑒_𝑑𝑒𝑔𝑟𝑒𝑒(𝐶𝐻𝑗)
 

(3) 

In this section, a review of popular clustering protocols 

in WSNs is presented, and the advantages and disadvantages 

of each protocol are studied. This paper focuses on using 

these advantages and addressing some of the aforementioned 

disadvantages of these protocols. Consequently, the 

prominent objective of the proposed protocol, i.e., EWCP, is 

to minimise the network's energy consumption and prolong 

the network lifetime simultaneously. 

3. PROPOSED METHOD 

In this section, we explain our clustering method for 

WSN. The main drawbacks of clustering the WSN are 

selecting CHs and maximising the network coverage. Before 

we dive into the details of EWCP, we briefly present the 

energy model in sub-section 3.1 and the network model, 

which is adjusted for this protocol in sub-section 3.2. 

3.1.  Model of Dissipated Energy in One Sensor Node 

In this paper, the one node's energy consumption model 

including dissipated energy in transmitter and receiver of data 

and control packets. The energy dissipation applied for 

EWCP is model in [27]. Equations (4) and (5) present energy 

dissipation in the transmitter and receiver, respectively. 

𝐸𝑇𝑥(𝑙, 𝑑) = 𝑙𝐸𝑒𝑙𝑒𝑐 + 𝑙 𝑒𝑎𝑚𝑝𝑑𝑛 (4) 

𝐸𝑅𝑥(𝑙, 𝑑) = 𝑙𝐸𝑒𝑙𝑒𝑐   (5) 

where, 

𝐸𝑒𝑙𝑒𝑐𝑡 Present the consumption of energy to run the 

electronic circuit of transmitter /receiver one bit 

of data. 

𝑒𝑎𝑚𝑝 Present the consumption of energy to run the 

radio amplifier of the transmitting node to 

transmit one bit of data. 

𝑙 Present data package length 

𝑑 Present distance between the transmitter and 

receiver 

𝑛 n sets to 2 and 4 for free space and multi-path 

fading channel models, respectively. 

The selection of energy model between free space model 

and multi-path fading is made according to the distance 

threshold value, i.e., 𝑑0 . In this paper, we assume the 

threshold to be 87.7 throughout simulations. Therefore, 

considering the threshold energy consumption model for both 

free space and multi-path fading channel models is presented 

by (6).  

{
𝐸𝑡 = 𝑙𝐸𝑒𝑙𝑒𝑐 + 𝑙𝜀𝑒𝑚𝑝𝑑4 + 𝑙𝐸𝐷𝐴              𝑖𝑓  𝑑 > 𝑑0

𝐸𝑡 = 𝑙𝐸𝑒𝑙𝑒𝑐 + 𝑙𝜀𝑓𝑠𝑑2 + 𝑙𝐸𝐷𝐴              𝑖𝑓  𝑑 ≤ 𝑑0

 (6) 

where, 𝐸𝐷𝐴 is the energy consumption to aggregate data. The 

above energy model use for one sensor node. 

3.2.  Network Model 

The network model with an area of m×m considered in 

this protocol includes N sensors distributed randomly in the 

area and know its location.  These sensor nodes include a 

source of energy that is not rechargeable, and the range of the 

monitoring and communicating is similar and identical. BS is 

aware of the positions, energy levels and IDs of all nodes in 

the network. 

The network is split into several layers with a fixed radius, 

and BS is located at a fixed point. Nodes are uniformly 

dispersed across the layered network. The network considers 

as a homogenous network which is shown in Fig. 1. All nodes 

have similar initial energy and sensing range as same as 

processing properties. 

Fig. 1 is a sample of a 50×50 square network's model 

with 100 nodes dispersed randomly. The BS node is located 

at the coordinate of (50,25), and the network is divided into 

six layers. The nodes shown by × are located in the first layer, 

and similarly, the nodes are shown by +, □, ◊ and * are located 

in the second, third, fourth, fifth and sixth layers, respectively. 
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Fig. 1: Network's model with layer and random node 

distributed. 

Once the nodes are distributed over the network, every 

node finds its neighbouring (the nodes located in its 

communication radius) by sending a controlling massage. 

Next, each node creates an information table of its 

neighbouring nodes, including their residual energy 

information, associated weight and ID numbers, and saves the 

table in its memory.  

In EWCP, a weight is assigned in every node, which is 

explained by (7).  

.nodeweight E distance D         (7) 

In (7), E and distance represent the residual energy of 

node and normalised Euclidean, which is calculated by (8), 

respectively. D present the density of a node which is 

calculated using (9). Moreover, α, β, and δ are dynamic 

coefficients, which dynamically change by the number of 

rounds in EWCP and can be calculated using (10) to (12). 

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒

=
(𝑚𝑎𝑥 _𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒_𝑡𝑜_𝐵𝑆) − (𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒_𝐶𝐻_𝑡𝑜_𝐵𝑆)

(𝑚𝑎𝑥 _𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒_𝑡𝑜_𝐵𝑆) − (𝑚𝑎𝑥 _𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒_𝑡𝑜_𝐵𝑆)
 

 

   (8) 

       

         

the number of neighboring CH
D

the number of all alive nodes


 
(9) 

0.3333 1
r

rmax


  
     

    
(10) 

0.3333

1
r

rmax

 


 

(11) 

1      (12) 

The EWCP operation is split into various iterations, and 

r represents the current iteration. The maximum possible 

iteration for the protocol is represented by rmax parameter. 

The parameter α is an energy coefficient. It grows by the 

increasing number of rounds, hence in the later rounds, the 

nodes with high residual energy level have larger weight. The 

parameter β is the distance coefficient, and it declines with 

the increasing number of rounds, hence in the later rounds, 

the impact of this parameter drops. The parameter δ is a 

density coefficient, and its values stay approximately constant 

in each round. This coefficient is directly proportional to the 

sum of coefficients α and β. Since these coefficients are 

varying in opposite directions, their total sum stays 

approximately constant in each round.  

Three parameters of residual energy, distance and 

density are combined to assign a weight to each sensor node. 

We note that CHs consume more energy compared with 

cluster members. Hence, a node with a higher residual energy 

level is appropriate to become a CH. The residual energy level 

of the nodes is high at the beginning rounds, whereas it 

becomes marginal in the later rounds. Hence, it is important 

to increase the effect of residual energy in later rounds 

compared to the beginning rounds. This trend is reflected in 

the dynamic values of coefficient α. Another effective 

parameter in improving the lifetime of WSNs is the distance 

to BS. The less distance to BS, the less energy consumption 

is required to transmit data to BS. Thus, in the energy 

dissipation model, i.e., (6), if the distance is less than the 

threshold distance, the free space model (d2 power loss) is 

used. The impact of this parameter on the node's weights in 

EWCP is assumed in the opposite direction of residual energy. 

At the beginning rounds, the distance coefficient is deemed 

to be more important than energy residual in the beginning 

rounds in order to optimise energy consumption.  However, 

when we approach the final rounds, the energy level of nodes 

becomes marginal, and the impact of this parameter is 

reduced; hence, energy residual becomes more important. 

The last parameter included in the calculation of weight 

factors is density. Generally, to balance the data transmission 

and reduce the collision, more CHs should be allocated in the 

specific area in which nodes are concentrated. This allocation 

leads to reduce consumed energy and improves WSN lifetime. 

The impact of the density factor is assumed to be constant in 

the protocol. Fig. 2 present a schematic overview of the 

EWCP set-up.  

In the first step, the nodes whose energy is less than the 

given threshold, called dead nodes, are removed from the 

network. The given threshold in this paper is assumed zero. 

The weight of all the live nodes is calculated using (7). The 

remain nodes exchange control message which contains their 

weight information. Then, based on candidates using a 

distributed cluster head selection, the node selects a number 

of CH. This selection is made using a multi-layer set-up 

according to the distance between nodes and BS.  The nodes 

can decide to select their own CH autonomously. The 

conditions of this selection are listed below: 

 The distance of CH candidates to BS must be larger than 

a given threshold distance calculated by the 

communication radius of nodes. Hence, this condition 

distributes CHs and improve network coverage. 

 The CH weight, i.e., (7), must be larger than its 

neighbouring nodes' average weights. This condition 

balances the total energy consumption of the network. 

Next step is to inform the nodes in each layer of the 

number of CH candidates. In this way, the CH candidates 

broadcast a control massage (CH-msg) to their neighbours. 

To have full coverage in each layer, we select one-third of the 

some nodes are selected as CH candidates from remain nodes 

existing in the layer to achieve a third of the nodes. In this 
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Fig. 2: An overview of EWCP. 

situation, the non-candidate nodes with the top highest weight 

among the nodes are selected as CH candidates. After the 

candidates are selected, these nodes send a second control 

message to BS to report their new status, and BS saves the ID 

number and location information of each node. The algorithm 

of selecting CH candidates in EWCP is illustrated in 

Algorithm 1. 

In the next step, BS selects appropriate CHs by Particle 

Swarm Optimisation (PSO) algorithm. In this regards, the 

selected CH candidates as an initial swarm and their location, 

transfer communication radius and assigned ID numbers to 

the PSO algorithm. The fitness value of every particle is 

calculated using (13).  

 

(13) 

The fitness function in (13) is a minimisation problem,  

 

and the objective is to maximise the network coverage with a 

minimal number of nodes as CHs. In this formula, the square 

value used for network coverage indicates the importance of 

this parameter compared with the number of nodes. We have 

applied the "grid base" method [28] in order to calculate the 

network coverage. Once the fitness value of each particle is 

calculated, PSO updates the position and velocity of particles, 

and this process continues until a termination criterion is 

achieved. Once the optimum set of CHs is identified, BS 

sends a control message (Cluster-head-elect) to the selected 

CH and inform them of their new role. Next, the selected CHs 

exchange control message with their neighbour nodes and this 

control massage contains their new role. Thus, the nodes in 

each layer can identify their CH. If no CH exists in a given 

layer, the sensor node with the largest weight is selected as a 

cluster head in the layer.  

Afterwards, clusters are constructed from optimal cluster 

heads and their cluster members. The cluster members sense 

data from the environment and send them to their assigned  

 

 
2

fitness function= min 1  network coverage

the number of selected CH
                                                 

the number of candidate CH
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Algorithm 1: Select Candidate of CH in EWCP 

1: Input all WSN nodes 

2: Calculate node's weight using  (7) 

3: For each 𝑗 𝜖 {1,2, … , 𝑙𝑎𝑦𝑒𝑟} do 

4:    For each 𝑖 𝜖 {1,2, … , 𝑛𝑜𝑑𝑒} in 𝑗 do 

6:      Receive energy, node number and weight of neighbour  

7:      If  𝑖 ! = 𝐶𝐻 then 

8:        If  number of CHs <=  
number of live node in layer

3
 then 

9:           If node weight > average of neighbour node's weigth then 

10:                 𝑖 = 𝐶𝐻 

11:                 If  distance among CHs < node's radious then 

12:                      Counter_CHs=Counter_CHs+1 

13:                 end if 

13:        Else 

14:                 max nodes weight in layer =  CH 

15:                 Counter_CHs=Counter_CHs+1 

16:         end if 

17:        end if 

18:      end if   

19:     end for 

20: end for 

21: Select CHs Candidate 

Algorithm 1: Select Candidate of CH in EWCP. 

 

 
Fig. 3: A data transmitting across the fourth-layered 

network. 

cluster heads. CHs aggregate data and transmit them further 

to the BS using multi-hop communication. Transmitting data 

from CH to BS is done in such a way that each CH sends data 

to the CH in a lower layer until data packages reach the base 

station. Fig. 3 depicts data transmitting across the fourth-

layered network. 

As shown in Fig.3, when there is no CH in the third layer, 

the CH in the fourth layer transmits data to BS via the CH in 

the second layer and hop over the third layer. When all nodes 

are dead, the situation is mainly valid in the final iteration. In 

this situation, data packages are transferred to the lower 

available layers, which encompass live CH. 

Once the data package is transferred to BS, the assigned 

weight of CH is reduced, based on (14). 

1

_
r r

cluster count
weight weight

rmax
 

 
(14) 

where 𝑐𝑙𝑢𝑠𝑡𝑒𝑟_𝑐𝑜𝑢𝑛𝑡  is the number of times the node has 

been a CH. 𝑟𝑚𝑎𝑥 is the maximum number of rounds, and 

𝑤𝑒𝑖𝑔ℎ𝑡𝑟−1 is the weight of the node in the previous round. 

The reduced weight of each node is directly proportional to 

the number of times it has taken the CH role. The reduction 

of node's weight decreases the possibility of nodes being 

selected as CH in the next round. It gives a chance to the other 

nodes to be selected as CH, and consequently, the load is 

evenly divided among nodes. 

3.3. Model of Total Dissipated Energy in a Layered 

Network 

Total energy consumption in the network includes four 

elements as follows: 

 Energy consumption for intra-cluster data 

transmission 

 Energy consumption for inter-cluster data 

transmission 

 Energy consumption for intra-cluster and inter-

cluster transmitting the control packages 

 Total energy consumption for receiving data and 

control packages. 

The total energy consumption is presented by (15). 

𝐸𝑡𝑜𝑡𝑎𝑙

= ∑
𝐸𝑇𝑋𝑖𝑛𝑛𝑒𝑟(𝑘𝑖 , 𝑑𝑖 , 𝑁𝑖) + 𝐸𝑇𝑋𝑢𝑡𝑡𝑒𝑟(𝑘𝑖 , 𝐷𝑖 , 𝑁𝑖)

+𝐸𝑇𝑋𝑐𝑜𝑛𝑡𝑟𝑜𝑙(𝑘𝑖 , 𝑑𝑖 , 𝑑𝑖𝑠𝑖 , 𝑁𝑖) + 𝐸𝑅𝑋(𝑘𝑖 , 𝑁𝑖)

𝑀

𝑖=1

 

(15

) 

where intra-cluster communication is single-hop and inter-

cluster communication is multi-hop. In inter-cluster 

communication, CHs route data destination for the BS 

through intermediate CHs. Thus, intermediate CHs can act as 

routers for other CHs' data. Energy consumption is reduced 

by using multi-hop communication among CHs. Therefore, 

this protocol helps CHs to save their energy and enhances 

their lifetime. Moreover, we should add the energy 

consumption of transmitting/receiving control packages. 

If we assume the quantity of transmitted bit data for all 

nodes identically, the total energy consumption of intra-

cluster data transmitting is illustrated by (16). 

𝐸𝑇𝑋𝑖𝑛𝑛𝑒𝑟(𝑘𝑖 , 𝑑𝑖 , 𝑁𝑖) = 𝑘 ∑[(𝑁𝑖 − 1)(𝐸𝑒𝑙𝑒𝑐𝑡 + 𝑒𝑓𝑠𝑑𝑖
2)]

𝑀

𝑖=1

 (16) 

where, 

𝑀 Represent the number of clusters 

𝑑𝑖 Represent the distance of nodes in ith cluster  

and their assigned CH 

𝐷𝑖 Represent the distance of ith CH from (i-1) 

CH or BS 

𝑁𝑖 Represent the number of nodes in ith cluster 

𝑘𝑖 Represent the length of transmitted bit data 

𝑑𝑖𝑠𝑖 Represent distance between ith CH and BS 

 

Considering the assumptions of (16), in (15), the inter-

cluster transmitting energy consumption can be presented 

using (17).  

𝐸𝑇𝑋𝑢𝑡𝑡𝑒𝑟(𝑘𝑖 , 𝐷𝑖 , 𝑁𝑖) = 𝑘 ∑[(𝑁𝑖)(𝐸𝑒𝑙𝑒𝑐𝑡 + 𝑒𝑚𝑝𝐷𝑖
2)]

𝑀

𝑖=1

 (17) 

The energy for transmitting control packets is illustrated 

by (18). 

𝐸𝑇𝑋𝑐𝑜𝑛𝑡𝑟𝑜𝑙(𝑘𝑖 , 𝑑𝑖 , 𝑑𝑖𝑠𝑖 , 𝑁𝑖) = 𝑘 ∑[(𝑁𝑖)(𝐸𝑒𝑙𝑒𝑐𝑡 + 𝑒𝑚𝑝𝑑𝑖𝑠𝑖
2)]

𝑀

𝑖=1

 (18)  
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                                                 +𝑘 ∑[(𝑁𝑖 − 1)(𝐸𝑒𝑙𝑒𝑐𝑡 + 𝑒𝑓𝑠𝑑𝑖
2)]

𝑀

𝑖=1

 

Finally, total energy consumption for total receiving 

packets in the layered network is expressed in (19) 

𝐸𝑅𝑋(𝑘𝑖 , 𝑁𝑖) = 𝑘𝐸𝑒𝑙𝑒𝑐𝑡 ∑[(𝑁𝑖 − 1) + ∑ 𝑁𝑗

𝑀

𝑗=𝑖+1

]

𝑀

𝑖=1

 (19) 

4. RESULT AND ANALYSIS 

This section investigates the impact of EWCP on the 

reduction of energy consumption of WSNs. The results of 

EWCP is compared with other clustering protocols 

concerning energy consumption, lifetime and coverage of the 

network. Two examples are introduced to perform the 

comparison. These examples are determined according to the 

network model, networks' parameters, and node number. The 

network model and layers are configured around BS, as 

shown in Fig. 3.  

4.1. First Example 

In the first example, network with a 200-nodes which 

distributed randomly across a 200m × 200m network. The 

initial energy of 0.5 J is assumed. Implementation of 

clustering is iterated until all sensor nodes are dead (network's 

lifetime). The nodes communicate to their CHs using single-

hop in all rounds of simulation. Also, CH communicates with 

the BS by multi-hop communication through network layers. 

The BS location is (100,250). The node's radius (Rsensing) and 

communication radius (Rcommunicatio) equals 25 m and 50 m, 

respectively. The parameters of the applied energy 

consumption model are shown in Table 1. In addition, Table 

2 reports the PSO tuned parameters. 

The selected benchmark clustering protocols for 

comparison in the first example are GCA [29], SCP [30] and 

UCIFA [31]. Besides these clustering protocols, the research 

conducted in Mirsadeghi et al. [32] (Mir) is selected as an 

additional benchmark since a similar example is analysed in 

this research work. 

4.1.1 Energy consumption comparison 

Network coverage is an effective factor in network 

energy consumption. So, the rate of network coverage for 

various clustering protocols are compared in Fig. 4. 

As shown in Fig. 4, EWCP has relatively high coverage 

among other protocols. However, GCA has a higher coverage 

rate, but the other factors must be considered in comparing 

protocols. 

Another factor that impacts the network lifetime is the 

number of orphan nodes. Orphan nodes cannot communicate 

with any CH or BS. Therefore, they waste their energy due to 

aggregate information cannot send to BS. If the network 

coverage is efficient, the number of orphan nodes will be 

reduced significantly. If the number of orphan nodes is 

declined, the network can save energy consumption. The 

number of orphan nodes for different clustering protocols is 

compared in Table 3. On the other hand, the average number 

of CHs is another vital factor in evaluating the energy 

consumption of WSNs. The high number of CHs indicate 

high energy consumption. Furthermore, this factor is shown 

in Table 3 as well. 

Table 1: Parameters of the network 

Parameters Value 

𝑬𝒆𝒍𝒆𝒄 50𝑛𝐽 𝑏𝑖𝑡⁄  

𝑬𝑫𝑨 5𝑛𝐽 𝑏𝑖𝑡⁄ /𝑠𝑖𝑔𝑛𝑎𝑙 
𝜺𝒆𝒎𝒑 0.0013𝑝𝐽 𝑏𝑖𝑡⁄ /𝑚4 

𝜺𝒇𝒔 10𝑝𝐽 𝑏𝑖𝑡⁄ /𝑚2 

𝒅𝟎 87𝑚 

𝒍 2000𝑏𝑖𝑡𝑠 

 

Table 2: PSO Parameters 

Parameters Tuned value 

Particles 40 

Iterations 200 

Inertia weight (W) 0.7298 

Learning factor 1 (C1) 1.4962 

Learning factor 2 (C2) 1.4962 

 

 

Fig. 4: Coverage rate of different clustering protocols. 

 

Table 3: Orphan node rate 

Method 
Orphan node 

rate 

Average number of 

CHs 

EWCP 0.9 18 

Mir 0.00038 37 

UCFIA 9.1 8 

SCP 8 15 

GCA 1.5 83 

Table 3 depicts EWCP has an approximately lower 

orphan node rate than the other protocols. Mir protocol has a 

moderately lower orphan node rate than EWCP; however, 

EWCP has a higher coverage rate than Mir protocol. 

Moreover, GCA has a higher orphan node rate than EWCP.  

According to Table 3, it noted that GCA has the highest 

coverage rate with a high number of  CHs at each round. Thus, 

the energy consumption of GCA is increased and cannot be 

considered an effective energy efficient protocol. Also, 

EWCP improves the energy consumption and provides a 

proper number of CHs considering its coverage rate and 

orphan node rate of the network. 

The graph of Fig. 5 presents the comparison of the energy 

consumption of various clustering protocols in 100 iterations. 

EWCP has the lowest energy consumption in comparison 

with the other clustering protocols, which is due to its 

superiority of practical aspects in energy consumption, i.e., 

parameters considered in node weight presented in (7).  
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Fig. 5: Energy consumed in 100 iteration 

 

Decreasing energy consumption impact WSN lifetime. 

Hence, it is expected that the network lifetime is extended by 

decreasing the energy consumption of the proposed method. 

The lifetime of different protocols compare based on three 

criteria which are explained as follows: 

 First Node Dies (FND): shows the number of 

iterations before the first sensor node dies 

 Half Nodes Die (HND): indicates the number of 

iterations when half of the sensor nodes dies. 

 Last Node Dies (LND): shows the number of 

iterations when the last sensor node dies. 

4.1.2 Lifetime comparison 

In Table 4, all lifetime criteria, i.e., FND, HND, and LND 

values, compare with various protocols. This table shows that 

EWCP exhibits a better choice in term of energy-efficient 

than the other considered protocols. It is obvious in FND and 

HND criteria. 

Fig. 6 present the number of live nodes in each iteration. 

Based on this figure, EWCP has high live nodes in various 

iterations in comparison with the other clustering protocols, 

and it advocates the prior results. It is noted that Mir protocol 

has more live nodes around iteration 2500; but, EWCP has a 

longer lifetime than Mir protocol. Thus, it obvious that 

EWCP has efficient energy consumption over the other 

protocols. 

4.2. Second Example 

In this example, we use another method-CWCA [17], for 

comparing the proposed method. Based on [17], the 

coefficients of weight in CWCA are assumed to be as (20): 

𝛼1 = 0.2 , 𝛼2 = 0.2 , 𝛼3 = 0.3, 𝛼4 = 0.1 (20) 

In this example, we consider the network with 100m × 

100m, where 100 nodes randomly distributed over the 

network with 0.5 J initial energy. The other parameters of the 

network are explained in Table 5. The nodes send collected 

data to CHs using single-hop, and CHs send aggregated data 

further between layers to BS using multi-hop. 

The other parameters of the network, such as energy 

parameters and the tuned parameters of the PSO algorithm, 

are the same as the previous example, i.e., Tables 1 and 2. 

 

 

Fig 6: Lifetime of network. 

 

Table 4: Lifetime criteria of WSN 

Method FND HND LND 

EWCP 933 1811 3242 

Mir 122 1118 3077 

UCFIA 70 661 2980 

SCP 51 554 2609 

GCA 61 496 1919 

 

Table 5: Parameters of the network in the second example 

Parameters Value 

𝐑𝐚𝐧𝐠𝐞 𝐨𝐟 𝐬𝐞𝐧𝐬𝐢𝐧𝐠 15 m 

𝐁𝐚𝐬𝐞 𝐬𝐭𝐚𝐭𝐢𝐨𝐧 𝐥𝐨𝐜𝐚𝐭𝐢𝐨𝐧 150 × 50 

𝐑𝐚𝐧𝐠𝐞 𝐨𝐟 𝐬𝐞𝐧𝐝𝐢𝐧𝐠 20 m 

𝐥𝐞𝐧𝐠𝐡 𝐨𝐟 𝐩𝐚𝐜𝐤𝐞𝐭 500 bits 

 

4.1.3 Comparison of lifetime 

This subsection compares the lifetime of the proposed 

method (EWCP) with CWCA method [17] to equating. In this 

respect, the parameters of the lifetimes such as FND, HND 

and LND are shown in Table 6. Moreover, the average 

number of CHs and the number of packets received to BS are 

included in the Table 6. 

As seen in Table 6, the parameters of FND and HND are 

higher in EWCP than CWCA. However, LND parameters are 

lower than CWCA, and this is related to the fact that the 

number of packets that received to BS is higher in EWCP than 

CWCA, but CHs are approximately similar in two methods, 

so the impact of this parameter cannot be pronounced 

indifference of lifetime parameters.  The number of live nodes 

in each iteration is shown in Fig. 7 in both methods. As shown, 

in most of the iterations, the number of live nodes is 

dominated in EWCP over CWCA. However, since the 

sending packets to BS are more in EWCP, the lifetime of this 

method is lower, and nodes die earlier, but the difference is 

not very significant. 

5. CONCLUSION 

The energy capacity of WSNs is limited, so designing an 

effective and scalable routing protocol is necessary to 

improve the network performance and lifetime. Clustering 

protocols are considered an effective technique to reduce 

energy consumption and improve the lifetime of WSNs. 

This paper has proposed EWCP as a new energy- 
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Table 6: Lifetime criteria of WSN in the second example 

Method FND HND LND 
Packets 

to BS 

Average 

number of 

CHs 

EWCP 1237 4384 5766 68147 11 

CWCA 641 3927 6028 63547 10 

 

 

Fig. 7: Lifetime of the network in the second example 

efficient clustering protocol. EWCP find the optimal CHs by 

PSO and find the cluster members of each CH. According to 

their residual energy level, a proper candidate for CHs is 

passing into the PSO algorithm, distance to BS, and network 

density. PSO aims to minimise energy consumption, 

minimise the number of orphan nodes and maximise coverage. 

Therefore, this method achieves 81% coverage rate and a 

under 1% orphan node rate. Moreover, the lifetime of the 

network is enhanced by 5% approximately. 

The EWCP compared with state-of-the-art clustering 

protocols based performance. EWCP have better 

performance than the other protocols in orphan nodes, 

network lifetime, and energy efficiency. The simulation 

results advocate these claims. It is concluded that selecting 

CHs and cluster members by considering the energy-efficient 

parameters has a vital enhancement in increasing the 

performance of the proposed protocol. 

 

CREDIT AUTHORSHIP CONTRIBUTION STATEMENT 

Ebrahim Farahmand: Conceptualization, Data 

curation, Formal analysis, Methodology, Software, 

Visulization, Roles/Writing - original draft. Ali Mahani: 

Conceptualization, Data curation, Formal analysis, 

Methodology, Supervision, Validation, Writing - review & 

editing.  

DECLARATION OF COMPETING INTEREST 

The authors declare that they have no known competing 

financial interests or personal relationships that could have 

appeared to influence the work reported in this paper. The 

ethical issues; including plagiarism, informed consent, 

misconduct, data fabrication and/or falsification, double 

publication and/or submission, redundancy has been 

completely observed by the authors. 

REFERENCES 

[1] I. F. Akyildiz, W. Su, Y. Sankarasubramaniam, and E. 

Cayirci, "Wireless sensor networks: a survey," 

Computer networks, vol. 38, no. 4, pp. 393-422, 2002. 

[2] G. Anastasi, M. Conti, M. Di Francesco, and A. 

Passarella, "Energy conservation in wireless sensor 

networks: A survey," Ad hoc networks, vol. 7, no.3, pp. 

537-568, 2009. 

[3] J. N. Al-Karaki, and A. E. Kamal, "Routing techniques 

in wireless sensor networks: a survey," IEEE wireless 

communications, vol. 11, no. 6, pp. 6-28, 2004. 

[4] S. P. Singh, and S. Sharma, "A survey on cluster based 

routing protocols in wireless sensor networks," 

Procedia computer science, vol. 45, pp. 687-695, 2015. 

[5] V. Kumar, S. Jain, and S. Tiwari, "Energy efficient 

clustering algorithms in wireless sensor networks: A 

survey," International Journal of Computer Science 

Issues, vol. 8, no. 5, pp. 259-268, 2011. 

[6] M. A. Mahmood, W. K. Seah, and I. Welch, "Reliability 

in wireless sensor networks: A survey and challenges 

ahead," Computer Networks, vol. 79, pp. 166-187, 2015. 

[7] E. Lattanzi, E. Regini, A. Acquaviva, and A. Bogliolo, 

"Energetic sustainability of routing algorithms for 

energy-harvesting wireless sensor networks," Computer 

Communications, vol. 30, no. 14-15, pp. 2976-2986, 

2007. 

[8] G. Venkataraman, S. Emmanuel, and S. Thambipillai, 

"DASCA: a degree and size based clustering approach 

for wireless sensor networks," in 2005 2nd International 

Symposium on Wireless Communication Systems, 2005, 

pp. 508-512. 

[9] A. A. Aziz, Y. A. Sekercioglu, P. Fitzpatrick, and M. 

Ivanovich, "A survey on distributed topology control 

techniques for extending the lifetime of battery powered 

wireless sensor networks," IEEE communications 

surveys & tutorials, vol. 15, no. 1, pp. 121-144, 2013. 

[10] W. R. Heinzelman, A. Chandrakasan, and H. 

Balakrishnan, "Energy-efficient communication 

protocol for wireless microsensor networks," in System 

sciences, proceedings of the 33rd annual Hawaii 

international conference on system sciences, 2000, pp. 

10. 

[11] O. Younis, and S. Fahmy, "HEED: a hybrid, energy-

efficient, distributed clustering approach for ad hoc 

sensor networks," IEEE Transactions on Mobile 

Computing, vol. 3, no.4, pp. 366-379, 2004. 

[12] A. Manjeshwar, and D. P. Agrawal, "TEEN: a routing 

protocol for enhanced efficiency in wireless sensor 

networks," in Proceedings of 15th International 

Parallel and Distributed Processing Symposium, 2001, 

pp. 2009-2015. 

[13] S. Lindsey and C. S. Raghavendra, "PEGASIS: Power-

efficient gathering in sensor information systems," in 

2002 Aerospace conference proceedings, 2002, pp. 3-

1125-3-1130. 

[14] P. Ding, J. Holliday, and A. Celik, "Distributed energy-

efficient hierarchical clustering for wireless sensor 

networks," in 2005 International Conference on 

Distributed Computing in Sensor Systems, 2005, pp. 

322-339. 

[15] M. Sabet, and H. R. Naji, "A decentralised energy 

efficient hierarchical cluster-based routing algorithm for 

wireless sensor networks," AEU-International Journal 

of Electronics and Communications, vol. 69, no. 5, pp. 

790-799, 2015. 

0
20
40
60
80

100

0 2000 4000 6000 8000

N
u

m
b

e
r 

o
f 

liv
e 

n
o

d
e

s

Iterations

CWCA EWCP

https://doi.org/10.1016/S1389-1286(01)00302-4
https://doi.org/10.1016/S1389-1286(01)00302-4
https://doi.org/10.1016/S1389-1286(01)00302-4
https://doi.org/10.1016/j.adhoc.2008.06.003
https://doi.org/10.1016/j.adhoc.2008.06.003
https://doi.org/10.1016/j.adhoc.2008.06.003
https://doi.org/10.1016/j.adhoc.2008.06.003
https://doi.org/10.1109/MWC.2004.1368893
https://doi.org/10.1109/MWC.2004.1368893
https://doi.org/10.1109/MWC.2004.1368893
https://doi.org/10.1016/j.procs.2015.03.133
https://doi.org/10.1016/j.procs.2015.03.133
https://doi.org/10.1016/j.procs.2015.03.133
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.403.3772&rep=rep1&type=pdf#page=282
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.403.3772&rep=rep1&type=pdf#page=282
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.403.3772&rep=rep1&type=pdf#page=282
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.403.3772&rep=rep1&type=pdf#page=282
https://doi.org/10.1016/j.comnet.2014.12.016
https://doi.org/10.1016/j.comnet.2014.12.016
https://doi.org/10.1016/j.comnet.2014.12.016
https://doi.org/10.1016/j.comcom.2007.05.035
https://doi.org/10.1016/j.comcom.2007.05.035
https://doi.org/10.1016/j.comcom.2007.05.035
https://doi.org/10.1016/j.comcom.2007.05.035
https://doi.org/10.1016/j.comcom.2007.05.035
https://doi.org/10.1109/ISWCS.2005.1547753
https://doi.org/10.1109/ISWCS.2005.1547753
https://doi.org/10.1109/ISWCS.2005.1547753
https://doi.org/10.1109/ISWCS.2005.1547753
https://doi.org/10.1109/ISWCS.2005.1547753
https://doi.org/10.1109/SURV.2012.031612.00124
https://doi.org/10.1109/SURV.2012.031612.00124
https://doi.org/10.1109/SURV.2012.031612.00124
https://doi.org/10.1109/SURV.2012.031612.00124
https://doi.org/10.1109/SURV.2012.031612.00124
https://doi.org/10.1109/HICSS.2000.926982
https://doi.org/10.1109/HICSS.2000.926982
https://doi.org/10.1109/HICSS.2000.926982
https://doi.org/10.1109/HICSS.2000.926982
https://doi.org/10.1109/HICSS.2000.926982
https://doi.org/10.1109/HICSS.2000.926982
https://doi.org/10.1109/TMC.2004.41
https://doi.org/10.1109/TMC.2004.41
https://doi.org/10.1109/TMC.2004.41
https://doi.org/10.1109/TMC.2004.41
https://www.nhu.edu.tw/~cmwu/Lab/TEEN.pdf
https://www.nhu.edu.tw/~cmwu/Lab/TEEN.pdf
https://www.nhu.edu.tw/~cmwu/Lab/TEEN.pdf
https://www.nhu.edu.tw/~cmwu/Lab/TEEN.pdf
https://www.nhu.edu.tw/~cmwu/Lab/TEEN.pdf
https://doi.org/10.1109/AERO.2002.1035242
https://doi.org/10.1109/AERO.2002.1035242
https://doi.org/10.1109/AERO.2002.1035242
https://doi.org/10.1109/AERO.2002.1035242
https://doi.org/10.1007/11502593_25
https://doi.org/10.1007/11502593_25
https://doi.org/10.1007/11502593_25
https://doi.org/10.1007/11502593_25
https://doi.org/10.1007/11502593_25
https://doi.org/10.1016/j.aeue.2015.01.002
https://doi.org/10.1016/j.aeue.2015.01.002
https://doi.org/10.1016/j.aeue.2015.01.002
https://doi.org/10.1016/j.aeue.2015.01.002
https://doi.org/10.1016/j.aeue.2015.01.002


E. Farahmand et al.  Journal of Applied Research in Electrical Engineering, Vol. 1, No. 1, pp. 69-78, 2022 

 

78 

 

 

[16] J. Yu, Y. Qi, G. Wang, and X. Gu, "A cluster-based 

routing protocol for wireless sensor networks with non-

uniform node distribution," AEU-International Journal 

of Electronics and Communications, vol. 66, no. 1, pp. 

54-61, 2012. 

[17] C. Tang, S. K. Shokla, G. Modhawar, and Q. Wang, "An 

effective collaborative mobile weighted clustering 

schemes for energy balancing in wireless sensor 

networks," Sensors, vol. 16, no. 2, p. 261, 2016. 

[18] P. K. Agarwal, and C. M. Procopiuc, "Exact and 

approximation algorithms for clustering", Algorithmica, 

vol. 33, no. 2, pp. 201-226, 2002. 

[19] S. K. Verma, N. K. Sood, and A. K. Sharma, "Genetic 

algorithm-based optimised cluster head selection for 

single and multiple data sinks in heterogeneous wireless 

sensor network," Applied Soft Computing, vol. 85, 

105788, 2019. 

[20] E. Farahmand, S. Sheikhpour, A. Mahani, and N. 

Taheri, "Load balanced energy-aware genetic algorithm 

clustering in wireless sensor networks," in Proc. 2016 

1st Swarm Intelligence and Evolutionary Computation 

Conference, 2016, pp. 119-124. 

[21] Q. Huamei, L. Chubin, G. Yijiahe, X. Wangping, J. 

Ying, "An energy-efficientnon-uniform clustering 

routing protocol based onimproved shuffled frog 

leaping algorithm for wirelesssensor networks," IET 

Communications, 2021, 374-383. 

[22] V. K. Arora, V. Sharma, and M. Sachdeva, "ACO 

optimised self-organised tree-based energy balance 

algorithm for wireless sensor network," Journal of 

Ambient Intelligence and Humanized Computing, vol. 

10, no. 12, 4963–4975, 2019. 

[23] N. Sawyer, M. Naderi Soorki, W. Saad, D. B. Smith and 

N. Ding, "Evolutionary games for correlation-aware 

clustering in massive machine-to-machine networks," 

IEEE Transactions on Communications, vol. 67, no. 9, 

pp. 6527-6543, 2019. 

[24] H. Ali, U. U. Tariq, M. Hussain, L. Lu, J. 

Panneerselvam, and X. Zhai, "Arsh-fati a novel 

metaheuristic for cluster head selection in wireless 

sensor networks," IEEE Systems Journal, vol. 15, no. 2, 

pp. 2386-2397, 2021 

[25] N. A. Latiff, C. C. Tsimenidis, and B. S. Sharif, 

"Energy-aware clustering for wireless sensor networks 

using particle swarm optimisation," in 2007 IEEE 18th 

International Symposium on Personal, Indoor and 

Mobile Radio Communications, 2007, pp. 1-5. 

[26] P. S. Rao, P. K. Jana, and H. Banka, "A particle swarm 

optimisation based energy efficient cluster head 

selection algorithm for wireless sensor networks," 

Wireless Networks, vol. 23, no. 7, pp. 2005-2020, 2017. 

[27] W. B. Heinzelman, A. P. Chandrakasan, and H. 

Balakrishnan, "An application-specific protocol 

architecture for wireless microsensor networks," IEEE 

Transactions on Wireless Communications, vol. 1, no. 

4, pp. 660-670, 2002. 

[28] X. Shen, J. Chen, and Y. Sun, "Grid scan: A simple and 

effective approach for coverage issue in wireless sensor 

networks," in 2006 IEEE International Conference on 

Communications, 2006, pp. 3480-3484. 

[29] S. H. Lee, S. Lee, H. Song, and H. S. Lee, "Gradual 

cluster head election for high network connectivity in 

large-scale sensor networks," in 13th International 

Conference on Advanced Communication Technology 

(ICACT), 2011, pp. 168-172. 

[30] A. K. Tripathy, and S. Chinara, "Staggered clustering 

protocol: SCP an efficient clustering approach for 

wireless sensor network," in 2012 World Congress on 

Information and Communication Technologies, 2012, 

pp. 937-941. 

[31] M. Song, and C.-l. ZHAO, "Unequal clustering 

algorithm for WSN based on fuzzy logic and improved 

ACO," The Journal of China Universities of Posts and 

Telecommunications, vol. 18, no. 6, pp. 89-97, 2011. 

[32] M. Mirsadeghi, A. Mahani, and M. Shojaee, "A Novel 

distributed Clustering Protocol using fuzzy logic," 

Procedia Technology, vol. 17, pp. 742-748, 2014. 

BIOGRAPHY 

Ebrahim Farahmand received the 

B.Sc. degree in Electrical 

engineering- communication systems 

in 2012, and M.Sc. degree in 

electrical engineering Electronics in 

2016 both from Shahid Bahonar 

University of Kerman (SBUK). He is 

currently a PhD student in electronic 

engineering SBUK, Iran. His research 

interests include brain-inspired 

computing, approximate computing, machine learning 

accelerator, Fault-tolerant design and Networked System. 

 

Ali Mahani received the B.Sc. 

degree in electronic engineering from 

Shahid Bahonar University of 

Kerman, Iran, in 2001, The M.Sc. and 

Ph.D. degrees both in Electronic 

Engineering from Iran University of 

Science and Technology (IUST), 

Tehran, Iran, in 2003 and 2009 

respectively. Since then he has been 

with the electrical engineering department of Shahid Bahonar 

University of Kerman, where he is currently an associate 

professor. His research interests focus on Fault-tolerant 

design, FPGA-based accelerators, approximate digital 

circuits, stochastic computing and Networked System. 

 

Copyrights  
© 2021 Licensee Shahid Chamran University of Ahvaz, Ahvaz, Iran. This article is an open-access article distributed under 

the terms and conditions of the Creative Commons Attribution –NonCommercial 4.0 International (CC BY-NC 4.0) License 

(http://creativecommons.org/licenses/by-nc/4.0/). 
 

https://doi.org/10.1016/j.aeue.2011.05.002
https://doi.org/10.1016/j.aeue.2011.05.002
https://doi.org/10.1016/j.aeue.2011.05.002
https://doi.org/10.1016/j.aeue.2011.05.002
https://doi.org/10.1016/j.aeue.2011.05.002
https://doi.org/10.3390/s16020261
https://doi.org/10.3390/s16020261
https://doi.org/10.3390/s16020261
https://doi.org/10.3390/s16020261
https://doi.org/10.1007/s00453-001-0110-y
https://doi.org/10.1007/s00453-001-0110-y
https://doi.org/10.1007/s00453-001-0110-y
https://doi.org/10.1016/j.asoc.2019.105788
https://doi.org/10.1016/j.asoc.2019.105788
https://doi.org/10.1016/j.asoc.2019.105788
https://doi.org/10.1016/j.asoc.2019.105788
https://doi.org/10.1016/j.asoc.2019.105788
https://doi.org/10.1109/CSIEC.2016.7482108
https://doi.org/10.1109/CSIEC.2016.7482108
https://doi.org/10.1109/CSIEC.2016.7482108
https://doi.org/10.1109/CSIEC.2016.7482108
https://doi.org/10.1109/CSIEC.2016.7482108
https://doi.org/10.1049/cmu2.12067
https://doi.org/10.1049/cmu2.12067
https://doi.org/10.1049/cmu2.12067
https://doi.org/10.1049/cmu2.12067
https://doi.org/10.1049/cmu2.12067
https://doi.org/10.1007/s12652-019-01186-5
https://doi.org/10.1007/s12652-019-01186-5
https://doi.org/10.1007/s12652-019-01186-5
https://doi.org/10.1007/s12652-019-01186-5
https://doi.org/10.1007/s12652-019-01186-5
https://doi.org/10.1109/TCOMM.2019.2917437
https://doi.org/10.1109/TCOMM.2019.2917437
https://doi.org/10.1109/TCOMM.2019.2917437
https://doi.org/10.1109/TCOMM.2019.2917437
https://doi.org/10.1109/TCOMM.2019.2917437
https://doi.org/10.1109/JSYST.2020.2986811
https://doi.org/10.1109/JSYST.2020.2986811
https://doi.org/10.1109/JSYST.2020.2986811
https://doi.org/10.1109/JSYST.2020.2986811
https://doi.org/10.1109/JSYST.2020.2986811
https://doi.org/10.1109/PIMRC.2007.4394521
https://doi.org/10.1109/PIMRC.2007.4394521
https://doi.org/10.1109/PIMRC.2007.4394521
https://doi.org/10.1109/PIMRC.2007.4394521
https://doi.org/10.1109/PIMRC.2007.4394521
https://doi.org/10.1007/s11276-016-1270-7
https://doi.org/10.1007/s11276-016-1270-7
https://doi.org/10.1007/s11276-016-1270-7
https://doi.org/10.1007/s11276-016-1270-7
https://doi.org/10.1109/TWC.2002.804190
https://doi.org/10.1109/TWC.2002.804190
https://doi.org/10.1109/TWC.2002.804190
https://doi.org/10.1109/TWC.2002.804190
https://doi.org/10.1109/TWC.2002.804190
https://doi.org/10.1109/ICC.2006.255611
https://doi.org/10.1109/ICC.2006.255611
https://doi.org/10.1109/ICC.2006.255611
https://doi.org/10.1109/ICC.2006.255611
https://ieeexplore.ieee.org/abstract/document/5745770
https://ieeexplore.ieee.org/abstract/document/5745770
https://ieeexplore.ieee.org/abstract/document/5745770
https://ieeexplore.ieee.org/abstract/document/5745770
https://ieeexplore.ieee.org/abstract/document/5745770
https://doi.org/10.1109/WICT.2012.6409209
https://doi.org/10.1109/WICT.2012.6409209
https://doi.org/10.1109/WICT.2012.6409209
https://doi.org/10.1109/WICT.2012.6409209
https://doi.org/10.1109/WICT.2012.6409209
https://doi.org/10.1016/S1005-8885(10)60126-4
https://doi.org/10.1016/S1005-8885(10)60126-4
https://doi.org/10.1016/S1005-8885(10)60126-4
https://doi.org/10.1016/S1005-8885(10)60126-4
https://doi.org/10.1016/j.protcy.2014.10.193
https://doi.org/10.1016/j.protcy.2014.10.193
https://doi.org/10.1016/j.protcy.2014.10.193
http://creativecommons.org/licenses/by-nc/4.0/

